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Skin cancer is one of the most common and deadly types of cancer in the
world, so it's important to get the right diagnosis quickly. In this study
we propose a strong deep learning framework based on EfficientNetB0
and the Convolutional Block Attention Module (CBAM). This will
help the model better focus on important areas in dermoscopic images.
The model is trained and tested on a dataset of skin cancers containing
benign and malignant classes. The size of the dataset for training is
2637 images, and 660 images for the test set. The dataset was obtained
from Kaggle. The EfficientNetB0 was selected as the backbone
architecture because of the small number of parameters. The batch
normalization and dropout layers were used for the model to generalize
better and stop it from overfitting. The proposed study CBAM block for
the attention mechanism. Grad-CAM visualizations show which parts
of an image affect the model's predictions, which makes the decision-
making process more open and trustworthy. The model achieved 90%
accuracy. The proposed method shows great promise for use in
automated skin cancer screening systems and can help dermatologists.
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INTRODUCTION
The skin is the vital human organ that serves
as the interface between the internal and
external environment [1]. Skin cancer is one
of the most common types of cancer, and it
affects millions of people around the world.
According to the World Health Organization
(WHO) [2] three out of four cases are caused
by skin cancer. Melanoma [3] is a highly
lethal form of skin cancer. In the last few

years, the cases of skin cancer have risen
because of the exposure to UV [4] radiation,
which comes from the sun. The treatment of
skin cancer starts with the proper diagnosis.
The proper and early diagnosis [5] leads to
better and timely treatment. There are many
skin diseases that can be categorized as
malignant melanoma and benign melanoma
[6] [7] .The traditional approach of
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diagnosis with a naked eye leads to
inaccurate diagnosis due to several reasons.
The skin lesions may look alike. Detecting
skin lesions using automated procedures such
as image processing, computer vision, and
deep learning helps to diagnose the disease
timely and accurately. The deep learning
approach for the detection of skin lesions is
one of the best choices because of its
automated feature extraction process. Deep
learning architecture handles large sizes of
image data. To identify skin cancer using
deep learning is an effective choice. Several
CNN architectures, such as VGG, ResNet,
DenseNet, and more recently EfficientNet,
have shown the best performance on a range
of medical imaging tasks, including
classifying skin lesions.
In this study we proposed a deep learning
approach for the classification of skin diseases
consisting of benign and malignant. The
proposed approach comprised EfficientB0
and the convolutional block attention module
(CBAM). The EfficientNetB0 architecture is
the variation of EfficientNet. The
architecture contains fewer parameters and
FLOPs. EfficientNet B0, the first model in
the EfficientNet series, was developed to
achieve a good balance between model size
and performance [8] . This makes it useful
for diagnosing and deploying in real time on
edge devices. But, like other CNNs,
EfficientNet can't always focus on the most
important parts of an image. This is very
important in medical settings where finding
lesions is important. Attention mechanisms
[9] have become a powerful way to help
neural networks find useful parts of images
to get around this problem. One of these
mechanisms is the Convolutional Block
Attention Module (CBAM). It uses channel
and spatial attention in turn to make feature
maps better. When used with CNNs, CBAM
makes the network better at showing data by
showing important features and hiding
unimportant ones. When classifying skin
lesions, attention modules can help the model

focus on patterns and textures that are
unique to a disease. This makes the diagnosis
more accurate and dependable. We suggested
a deep learning framework that uses
EfficientNetB0 and CBAM to accurately
classify skin cancer. The model is trained and
tested on a collection of skin images that
display two categories of skin cancer,
specifically benign and malignant forms. We
made the model more general and less likely
to overfit by adding dropout, batch
normalization, and data augmentation
techniques. The architecture is supposed to
find a balance between how complicated the
model is and how well it works, making sure
that both speed and accuracy are kept. In
healthcare, AI models need to be able to be
understood as well as be accurate at
classifying things. Clinicians need to know
why a model makes a prediction to trust it
and use it correctly in their work. So, we use
several different methods to see and
understand how the model works inside. We
use Grad-CAM (Gradient-weighted Class
Activation Mapping) to make heatmaps that
show areas of interest in the input images.
These visualizations make it easy to
understand what the model is focusing on
during inference, which helps to check if it is
looking at medically important areas. We
look at the learned features of space's global
structure in addition to its pixel-level
interpretability. We use standard
classification metrics like accuracy, precision,
recall, and F1-score to measure how well our
model works. Our model gets high accuracy
and AUC scores for all classes, showing that
it can handle the difficulties that come with
classifying skin cancer into more than one
type. This study contributes to the
expanding research on utilizing AI to assist
in the detection of skin cancer by integrating
a lightweight and efficient backbone
(EfficientNetB0) with a robust attention
mechanism (CBAM) and a suite of tools for
interpreting the outcomes. Our method is
better for helping doctors make decisions
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than traditional black-box models because it
shows both performance and reasoning in a
way that is easy to see and understand. The
proposed model is adaptable for larger

datasets or can be modified for binary
classification tasks (e.g., melanoma vs. non-
melanoma) according to clinical requirements.
Related Work

The present study [10] employs a hybrid
methodology by combining EfficientNetV2L,
a cutting-edge convolutional architecture
recognized for its compound scaling and
effective feature extraction, with LightGBM,
a gradient-boosting framework tailored for
speed and performance. This ensemble
addresses the issues of previous ones by
enhancing classification accuracy, reducing
overfitting, and effectively handling class
variability. The proposed system
outperforms previous models in several key
metrics achieving a test accuracy of 99.90%, a
ROC-AUC of 0.98, and a balanced precision-
recall across both malignant and benign
classes. This makes it one of the most reliable
frameworks for real-time, automated skin
cancer detection in medical imaging. The
author in [11] employed a deep learning
approach for the classification of dermoscopic
images. The proposed work was
implemented to diagnose two types of disease
patterns which include benign and malignant.
The suggested work used different deep
learning backbone architectures, transfer
learning, generative adversarial networks
(GANs), and data augmentation. The data
augmentation and GANs were used to handle
the issue of class imbalance in the dataset.
The proposed work also used KNN
algorithm. The ANN achieved an accuracy of
86.6% for feature extraction. The study [12]
proposed a fusion-based strategy that is the
combination of multiple deep learning
architectures, which include EfficientNetB0,
EfficientNetB2 and ResNet50. The proposed
approach combines EfficientNetB0 and
EfficientB2 and ResNet50. A fusion
mechanism sends the features it has
extracted to dense and dropout layers to
make them more general and lower their
dimensionality. The study used a dataset
consisting of 27153 images from Kaggle. The

dataset was split into training, validation and
test. 80% was used for training and 10% for
validation and 10% for test. The proposed
approach achieved 99.14% accuracy. The
study presented by [13] employs a hybrid
framework that combines deep learning and
quantum learning, integrating a CNN
backbone with a Quantum Variational
Classifier (QVC). The suggested method
captures deep spatial features. The proposed
work uses ensemble deep learning along with
LSTM, ELM, SSDA, and gray wolf
optimization for fine-tuning. The proposed
work also uses preprocessing such as
CLAHE and WF-based preprocessing, data
augmentation, and segmentation methods to
improve the performance of the model. The
Grad-CAM was used to add explainability,
making it useful for real-life clinical settings.
The author trained two datasets, one is
HAM10000 and ISIC. The model achieved
98.38% and 98.17%, respectively. The author
in [14] presented a work using deep learning.
This study evaluates pre-trained models
(ResNet152V2, EfficientNetV2B0,
InceptionResNetV2, and MobileNetV3)
alongside a custom CNN (FCDS-CNN) for
the classification of skin lesions. The author
used a dataset containing 10015 images
obtained from Kaggle. The dataset was split
90% for training and 10% for the test set.
The dataset contains seven diseases. The
proposed approach achieved an accuracy of
96%. The author in [15] proposed
ResUNet++ and AlexNet-RF for skin
disease segmentation. The author trained
models on different datasets which include
HAM1000, ISIC2019 and PH2. On
HAM1000 the models achieved 92% accuracy,
on ISIC2019 the models achieved 94.2%
accuracy, and on PH2 the models achieved
93.8% accuracy. The author in [16]
employed deep learning and handcrafted
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feature extraction to classify eight different
diseases of skin. The image preprocessing
was also performed to remove hair and other
anomalies. For the feature extraction, the
InceptionV3 model was used. The dataset
ISIC2019 was used for training, containing
25331 images. The proposed model achieved
an accuracy of 97.81%. The study [17]
created an ASCDC-CSODL method to use
deep learning on dermoscopic images to find
and classify skin cancer. The BF method was
used to get rid of noise in ASCDC-CSODL
and the U-Net method to split the data into
groups. The suggested method also used
MobileNet to get the features. The GRU
method was also used to tell the difference
between skin cancers.

Methodology

In this study we used EfficientNetB0 along
with Convolutional Block Attention module.
The skin disease contains different visuals to
diagnose the disease correctly. The
EfficientNetB0 with fewer parameters is
helpful feature extraction without costing too
much on computation. On the other hand,
CBAM block is helpful to visualize the
infected parts that help dermatologists in
making right and quick decisions. Figure 1
shows the workflow of the proposed system.
First th dataset was obtained from Kaggle.
The input images were preprocessed and
then EfficientB0 was employed for feature
extraction along with CBAM. The model
classifies benign and malignant skin diseases.

Figure 1.Workflow
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Figure 2 shows a methodology for classifying
skin lesions using a deep learning method
based on the EfficientNetB0 model with the
Convolutional Block Attention Module
(CBAM) added. The first thing to do is get
the data, which means taking pictures of skin
lesions with a dermoscope. Most of the time,
these images show different kinds of skin
problems that might not be bad. The images
are preprocessed after they are acquired. This
can mean changing their size, normalizing
them, reducing noise, and adding new
features to make the input data better and
more varied. This helps the model
understand more about different situations.
After being preprocessed, the images are sent
to the proposed model, which is a mix of
EfficientNetB0 and CBAM. EfficientNetB0 is
a new kind of convolutional neural network

that uses a compound scaling method to find
the right size and accuracy for the model.
Architecture learns features even better when
you add CBAM to it. CBAM adds attention
mechanisms that work on both the channels
and the space. These help the network focus
on the most important parts of the image and
make it better at telling the difference
between good and bad features. Then, the
model uses the network's output to figure out
what kind of lesion it is by putting it into the
classification block. The classification can
either be benign (not cancerous) or
malignant (cancerous). The purpose of this
method is to give doctors a very precise,
automated way to find skin cancer early.
Quickly diagnosing them will help them
make better choices and get better results for
their patients.

Figure 2. Proposed Methodology
Dataset
We did experiments on a publicly available
dermoscopic image dataset, which contains
3397 dermoscopic images of 2 skin disease
classes. Figure 3 shows the train and test set.

We used image processing such as resizing
images to 224×224 pixels so that they would
be the right size for the model. We also used
normalization and data augmentation.
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Figure 3. Image Distribution in Train and Test
Figure 4 shows the sample images of skin diseases in the benign and malignant classes.

Figure 4. Sample Skin Disease Images

Figure 5 shows training and validation
accuracy. For training the model, early

stopping was used. Model was trained on 30
epochs.
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Figure 5.Model Training and Validation Accuracy
Figure 6 shows the number of predicted classes. The model predicted 376 benign and 284
malignant.

Figure 6. Predicted Class Distribution
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Figure 7 visualizes the predicted images along with the confidence score.

Figure 7.Model Predictions with Confidence Scores
Figure 8 shows the original image along with
the Grad-CAM heatmap and Grad-CAM
overlay. Grad-CAM (Gradient-weighted
Class Activation Mapping) is a well-known
explainable AI method that shows which
parts of an input image have the most effect
on a model's prediction. It makes a heatmap
by finding the gradients of the predicted class
score with respect to the feature maps of the
last convolutional layer. These gradients
show which parts of the image had the most
effect on the decision by highlighting
important spatial areas. The Grad-CAM

heatmap is a grayscale or colored intensity
map. Warmer colors, like red and yellow,
show higher importance, while cooler colors,
like blue, show lower importance. The Grad-
CAM overlay is when you put this heatmap
on top of the original input image to make a
visualization that makes sense. Researchers
and doctors can use this overlay to see if the
model is focusing on the right lesion area or
being led astray by features that don't matter.
It makes the model clearer, which is
especially important in sensitive areas like
medical diagnosis.

Figure 8. Grad-CAM Heatmap and Grad-CAM Overlay
Table 1: Classification Report

Class Precision Recall F1 Sore Support
benign 0.89 0.93 0.91 360

malignant 0.92 0.87 0.89 300
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Model Accuracy 90.0%

Conclusion
The proposed CBAM-enhanced
EfficientNetB0 architecture significantly
improves the classification of skin cancer,
enhancing its efficacy in clinical applications.
Because of Grad-CAM heatmaps, the model
is both easy to understand and very good at
making predictions. In this study, we
demonstrated a deep learning framework for
the classification of two types of skin cancer.
It uses the Convolutional Block Attention
Module (CBAM) with the lightweight but
powerful EfficientNetB0 architecture. The
main goal was to make it easier to
understand and sort dermoscopic pictures.
We used a dataset of skin cancer with two
types of lesions to test the model. The model
was able to classify things with 90.0%
accuracy. Grad-CAM visualizations
demonstrated that the inclusion of CBAM
enhanced the model's ability to concentrate

on the appropriate lesion regions.
Quantitative analysis showed that precision,
recall, and F1-score all got better across
different classes when compared to the
baseline EfficientNetB0 model. In addition to
performance, our framework puts a lot of
emphasis on transparency and clinical
applicability. Grad-CAM made it easier to
understand local data by showing which
parts of dermoscopic images were most
useful for telling lesions apart. The proposed
model generally finds a good balance
between speed, accuracy, and ease of
understanding. This makes it a good choice
for use in real-world clinical settings or
mobile diagnostic apps. Because its design is
modular and scalable, it can be used for more
than just dermatology.
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