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 Abstract 

Breast cancer is the most diagnosed cancer in different parts of the world and the 
mortality rate is major stress being attached to the importance of early and 
accurate diagnosis. This study presents a comprehensive comparison between 
traditional machine learning techniques—including Support Vector Classifier 
(SVC), Decision Tree (DT), and Random Forest (RF)—and a deep learning-based 
neural network (NN) for breast cancer prediction. Based on a large heterogeneous 
clinical dataset of 5,200 patients, we added 24 demographic, genetic, and lifestyle 
factors such as age, BRCA-1 mutation status, mammograms, BMI, smoking 
habits, etc. The preprocessing of the data was strict k-NN was used to obtain 
values of missing values, Min-Max normalization as well as SMOTE 
oversampling to cover the problem of class imbalance. Our results demonstrate the 
superior performance of the NN model, achieving 93.0% accuracy, 0.98 
precision, and 0.92 F1-score, outperforming SVC (88.36%), DT (86.18%), and 
RF (86.90%). It is important to note that the NN model showed a decrease in no-
remitting rate by 22 percent over RF, showing its potential to be utilized in the 
diagnosis of early stages. Genetic mutations and BMI were found as important 
predictors through feature importance analysis, which goes along well with the 
clinical wisdom. This research does not only confirm the effectiveness of deep 
learning in diagnosing breast cancer but also provides a reproducible infrastructure 
for making it available in mainstream clinical practice, and it can inspire feasible 
recommendations to decrease the time delay in the diagnosis of breast cancer and 
enhance patient outcomes. One of the future directions of the current research is 
developing the multimodal data fusion and federated learning to promote the 
higher diagnostic accuracy and privacy-preserving collaborations. 
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INTRODUCTION
Breast cancer is still ranked among the killer diseases 
among women especially between ages 40 and 55. 
The frequency of this disease is more observeable in 
an advance age and women beyond the age of 50 
years having a more high risk of contracting the 
disease, an estimated 2 per 1000 women in the age 

group being diagnosed yearly. It has been found that 
obesity is one of the leading issues and breast cancer 
is more prevalent in women, although it is possible 
in the men also. The chances of a person under 20 
years old getting breast cancer are normally slim 
although the probability significantly grows as he/she 
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advances in age. It should be noted that when 
carcinoma is diagnosed in a single breast there are 
about 4 percent of the chances that cancer in the 
other breast will occur. 
It is also largely predisposed genetically. BRCA1 gene 
mutation consists of approximately 5-10 percent of 
all the cases of breast cancer, and it can be traced 
both in males and females. According to the Centers 
for Disease Control and Prevention (CDC), breast 
cancer is the most commonly diagnosed cancer 
among women, highlighting the critical need for 
early detection and effective intervention. 
Several factors influence a patient's chances of 
survival, including the type of tumor, its 
aggressiveness, and perhaps most importantly how 
early the cancer is detected. The majority of cancers 
in the breast begin in the ducts or the lobules of the 
breast, but could also form in fat or in fibrous 
connective tissues. When left untreated, cancer cells 
can be regenerated and migrate to other parts of the 
breast and even to the neighboring lymphatic nodes, 
the underarm ones in particular. 
Proper diagnosis, however, will not be found without 
difficulties. Medical misdiagnosis, fatigue in 
radiologists, and differences in the breast structures 
have the potential to cause a misdiagnosis or belated 
diagnosis. Mammogram images can be rather 
complicated and reveal cancerous tissues in most 
cases especially in their initial stages. As a response to 
these limitations, Computer-Aided Diagnosis (CAD) 
systems have been developed to assist radiologists by 
improving the early detection of breast cancer. 
Through CAD systems, the major steps are usually 
identification of regions of concern, extraction of 
tumor features in terms of size, shape and density as 
well as classifying tumor to be either benign or 
malignant. 
In the past, malignancies, such as breast cancer were 
mainly detected by the use of X-rays radiations. 
Today, the range of diagnostic tools has expanded to 
include mammography, sonography (ultrasound), 
magnetic resonance imaging (MRI), and both self 
and clinical breast examinations. The imaging 
methods enable the medical profession to view the 
interior tissues non-invasively, which makes the 
process more accurate and eliminates the necessity of 
exploratory operation. Of these, the mammography 
is still considered as the gold standard technique of 

screening at early stages as it has been found to be 
effective in earlier identification of tumors. 
Early detection is important though, the most crucial 
factor to make or prevent the disease is not limited 
to it. The risk level is also determined by genetic 
makeup, environmental determinants, and lifestyle 
factors including diet, physical activities, and 
drinking alcohol. There exist no universal screening 
or diagnostic technique which can be a hundred 
percent reliable, so it is crucial that a holistic 
approach to breast cancer diagnosis and prevention 
is employed. 
In recent years, advancements in machine learning 
(ML) and deep learning (DL) have opened new 
frontiers in the early detection and classification of 
breast cancer. These smart algorithms can read large 
amounts of data and find their unsuspected patterns 
and make realistic conclusions about the diseases 
and risks present. The paper utilizes ML and DL 
predictive analysis by basing it on survey data. The 
objective is to rate comparison between traditional 
machine learning and more sophisticated deep 
learning in determining the risk of breast cancer. 
 
 Literature Review 
Breast cancer remains one of the most widespread 
and fatal cancers of women across the world and 
further research should be conducted to find more 
efficient means of diagnostics. Numerous studies 
have focused on the integration of machine learning 
(ML) and deep learning (DL) techniques to enhance 
the early detection and classification of breast cancer. 
Nonetheless, in spite of the development in this 
direction, there are still a number of gaps and 
difficulties that have to be researched more 
thoroughly. 
One such study produced a machine learning model 
situated with a viewpoint of enhanced detection of 
breast cancer. Although the outcomes were 
promising, the authors underlined that a number of 
issues remain to be resolved. These are 
inconsistencies of data, the complication of tumor 
classification and lack of wider validation. The study 
underscored the role of standardized data collection 
procedures and identified multiple areas for future 
research to enhance model reliability and accuracy 
[7]. 
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In a third study, the deep learning techniques were 
used together with ultrasound imaging in order to 
diagnose more precisely. Using supervised learning, 
tumor regions were successfully segmented from 
breast ultrasound (BUS) images through a block-
based approach [8]. The researchers also proposed a 
hybrid feature model that utilized both strain 
elastography and deep imaging features to achieve 
better diagnostic accuracy [9]. 
To address the issue of noisy labels—a common 
problem when training classification models—
researchers introduced the Noise Filter Network (NF-
Net). This model significantly improved classification 
outcomes by filtering out unreliable data points 
during training [10]. In the same study, a Computer-
Aided Diagnosis (CAD) system was developed that 
applied image fusion techniques and an ensemble of 
various Convolutional Neural Network (CNN) 
architectures for analyzing ultrasound images. The 
system was enhanced by incorporating clinically 
validated lesion characteristics, known as BIRADS 
features, into a semi-supervised deep learning (SSDL) 
framework. The integration of these features aimed 
to deliver accurate diagnostic outcomes, particularly 
when labeled training data is limited [11]. 
Another comparative analysis utilized eight different 
classification algorithms with a 10-fold cross-
validation approach applied to multiple non-
communicable disease (NCD) datasets [12]. Despite 
the presence of noisy and irrelevant attributes in the 
data, classifiers like K-Nearest Neighbors (KNN), 
Support Vector Machines (SVM), and Neural 
Networks (NN) demonstrated robust performance. 
The authors made the conclusion that application of 
data preprocessing methods may substantially 
increase accuracy due to noise elimination and 
irrelevancy removal. 
Significantly more research was undertaken to assess 
the use of deep learning in a variety of imaging 
modalities such as the MRI, ultrasound and 
mammography. Scientists concentrated on the 
preparation of the dataset, network architecture, 
application of models as well as performance 
measurement. CNNs were frequently used due to 
their ability to capture spatial features from sensitive 
breast cancer datasets [13–15]. Deep learning models 
also showed the ability to reduce diagnosis time 

while maintaining high accuracy, streamlining 
clinical workflows [16]. 
However, these imaging outputs mostly need a lot of 
clinical experience and time to understand. 
Advanced imaging methods have proven to be 
valuable not only for tumor identification but also 
during biopsy procedures, assisting in localizing 
suspicious regions [17]. While Clinical Breast 
Examination (CBE) is an accessible and cost-effective 
method, its accuracy depends heavily on the skill of 
the clinician [18]. Given the complexity of breast 
cancer diagnosis, a combination of advanced imaging 
and clinical assessment is often recommended [19–
21]. 
Mammography also has the critical role in the 
screening of breast cancer. Newer systems have been 
constructed to maximise the lesion-background 
contrast thereby improving the sensitivity of 
detection. The addition of computer-aided detection 
(CAD) further supports radiologists in identifying 
subtle anomalies [22]. As breast imaging becomes 
more data-driven, the integration of blockchain 
technology is also being explored to provide secure, 
traceable, and tamper-resistant frameworks for AI-
assisted diagnostics [32–33]. 
Algorithms based on AI are also becoming popular 
as a possible tool in the diagnosis, classification, and 
prediction of diseases with more accuracy. These 
technologies align with the principles of personalized 
medicine and can contribute significantly to 
improving patient outcomes [34]. One of the main 
hindrances, nevertheless, is the request of large 
annotated sets. The variability in disease presentation 
across patients further complicates model training 
and evaluation—a challenge shared with other fields 
like plant disease classification, where robust datasets 
are equally critical [35]. 
Ultrasound [23–25], MRI [26], and mammography 
continue to be fundamental imaging tools in breast 
cancer diagnosis. These methods provide detailed 
insights into the size, volume, location, and 
morphology of abnormal growths [27–31, 36–39]. In 
computer vision applications, Convolutional Neural 
Networks (CNNs) are extensively used for tasks such 
as image segmentation, object detection, and 
classification, making them especially useful for 
medical imaging [40]. 
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One of the most popular studies was using a 
different ML method to modify mammogram 
pictures as benign, malignant, or normal. CNN was 
the most efficient model that followed a large 
simulation. Its strength lay in its ability to utilize 
morphological filtering and feature extraction for 
intuitive classification of digital mammograms [41]. 

In spite of these developments, the field of disease 
prediction is still a very complicated one to 
practitioners and technology experts and thus there 
should be continuing efforts of cooperation between 
disciplines and research. Table 1 represents the 
previous study findings with methodology, results 
and research gap. 

 
Table 1. Summary of Key Findings from Previous Studies on Breast Cancer Detection 

Study Methodology Results / Key Findings Identified Research Gaps 

[7] ML-Based Breast 
Cancer Detection 

Utilized standardized data 
collection protocols. Implemented 
ML algorithms such as SVM and 
Random Forest for classification. 

Emphasized the value of 
machine learning in early breast 
cancer detection. Identified the 
limitations of existing ML 
models. 

Need for more robust models 
capable of handling incomplete and 
noisy data. Improve model 
generalizability across diverse patient 
populations and datasets. 

[8] DL with 
Ultrasound Imaging 

Applied supervised learning with a 
block-based segmentation 
technique. Combined strain 
elastography and depth features 
from ultrasound images. 

Achieved improved diagnostic 
performance by fusing multiple 
imaging features. Enhanced 
detection accuracy for breast 
tumors. 

Refinement needed in segmentation 
algorithms for greater precision. 
Address variability in ultrasound 
imaging across different cases. 

[9] NF-Net (Noise 
Filter Network) 

Integrated noise filtering into DL 
models. Combined BIRADS 
features with a semi-supervised 
learning approach (SSDL). 

Improved classification accuracy 
in ultrasound breast imaging, 
even with limited labeled data. 

Further research required on 
advanced noise reduction strategies. 
Model performance needs validation 
on larger, more heterogeneous 
datasets. 

[10] CAD System 
for Tumor 
Diagnosis 

Employed image fusion and 
ensemble CNN architectures. 
Integrated BIRADS features into a 
semi-supervised deep learning 
pipeline. 

Enhanced tumor identification 
by leveraging multi-
representational image fusion. 

Stronger integration needed for 
multimodal imaging data. Address 
challenges of data scarcity and 
diversity in medical imaging. 

[11] BIRADS-SSDL 
Network 

Developed a novel ensemble 
learning framework (BIRADS-
SSDL) focusing on ultrasound-
based diagnosis. 

Delivered high diagnostic 
accuracy even in limited-data 
scenarios. 

Additional efforts needed to manage 
noisy annotations and irrelevant 
attributes. Model should be tested 
across varied imaging modalities. 

[12] Comparative 
Analysis of 
Classification 
Techniques 

Compared eight classification 
models using 10-fold cross-
validation. Evaluated performance 
using AUC on NCD datasets. 

KNN, SVM, and NN showed 
strong resilience against noisy 
and irrelevant data. 
Preprocessing techniques 
significantly boosted accuracy. 

Investigate more sophisticated data 
preprocessing strategies. Evaluate 
model robustness on larger and more 
complex datasets. 

[13] Deep Learning 
in Breast Imaging 

Reviewed deep learning 
applications across MRI, 
ultrasound, and mammography. 
Focused on CNN-based 
classification models. 

Demonstrated potential of DL 
frameworks to enhance breast 
cancer detection across imaging 
modalities. 

More comparative studies needed 
across imaging types. Address 
imbalance and heterogeneity in 
datasets. 

[14] ML Techniques Utilized SVM, CNN, and Random CNN was identified as the most Further exploration needed on data 
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for Mammogram 
Classification 

Forest. Applied morphological and 
filtering techniques to analyze 
mammogram images. 

accurate model for 
distinguishing between benign, 
malignant, and normal cases. 

quality impact and preprocessing 
methods. Evaluate newer ML 
approaches for enhanced accuracy. 

 

 
 Methodology Framework 
The sequence in which the study was conducted was 
arranged in the manner of the sequence towards the 
data collection and the preparation and processing of 
the data to be used to conduct predictive analysis in 
machine learning and deep learning ends. The 
largest components of the framework comprise the 
following: 
 The survey Design and Data Collection The 
survey design should reflect the objectives of survey 
and would be determined by the data collection 
mode. 
 A comprehensive survey by neck-and-narrow 
had been constructed to take comprehensive records 
of expansive range of demographic and clinical data 
related to risk of breast cancer. The survey was 
designed because the questions were structured and 
developed as open ones in order to receive precise 
and sufficient data about the participants. 
 
 Recruitment of participants: 
The respondents were invited in different ways that 
comprise healthcare facilities, screening facility, and 
other online websites to have as extensive and 
thorough sample population as possible. It was to be 
oriented to obtain feedback of different ages and 
individuals with different health history and living in 
different territories. 
 
 Extracted Characteristics of The Data: 
The data provided included diverse varieties of 
attributes that involved the breast cancer risk. These 
included: 
 
1. Demographic information: Age, 
menopausal and body mass index (BMI) 
 
2. Medical history: a family history of breast 
cancer, carries genetic mutations (e.g., BRCA1/2) 
and history of previous hormone therapy. 

3. Clinical observation: The outcome of the 
mammogram, presence of breast pain, diagnosis 
status 
4. Lifestyle factors: Alcohol use, the activity 
level and smoking habit. 
 
5. Awareness and screening behavior: The 
origin of the breast cancer awareness, the level of 
knowledge on the symptoms, the habit of screenings, 
and the preferred screening manner of it. 
 
 Preprocessing of data: 
In order to adjust the information to the model 
training, the data collected went through the 
preprocessing to enhance its quality. This included: 
 
1. Missing Values Imputation: the missing 
values were replaced with state of the art methods by 
maintaining the bias and information loss at a 
reduced level. 
2. Standardization of Features: All the numeric 
attributes were transformed to a form of magnitude 
that is essential in the maximization of the hits of the 
machine learning algorithms that are sensitive to the 
magnitude of the evidence employed. 
3. Encoding of Categorical variables: 
Categorical variables are represented by encoding 
non-normally on a scale and ordinal variables 
through one-hot and label encoding technique 
respectively. This step allowed to train the model 
with the qualitative data efficiently enough with the 
help of the algorithms. 
 
Such research analysis or approach played a very 
crucial role in eventually creating a clean, organized 
and machine-readable data which is one of the 
fundamental requirements of any strong predictive 
modeling and comparative analysis of Breast cancer 
risk with regards to expanded artificial intelligence 
practices. 
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Figure 1. Deep Machine Learning Model for Breast Cancer Detection 

 
.3.1 Selection of Model  
There are several sources available to determine 
model selection. It is explained that the following 
models are discussed in the selected sources: The 
most popular model is a linear one with some mixed 
linear model. However, there are several other 
models discussed in the selected sources that also 
pass the criteria of the model selection, including: 
The given work proposes the usage of both a classical 
machine learning (ML) approach and a deep learning 
(DL) one in order to able to predict and classify the 
presence of the risk of breast cancer depending on a 
full selection of clinical and demographic 
characteristics. The choice models primarily depends 
on their performance in other related problems of 
classification, their interpretability, and the capacity 
to explain complicated patterns of data. The models 
used in this study as follows. 
3.4. Conventional Machine Learning Algorithms 
Different classifiers of machine learning were chosen 
according to the effectiveness in the binary 
classification, interpretability, and insensitivity to 
noise and overfitting. 
 
3.4.1 Support Vector Classifier (SVC) 
Support Vector Classifier (SVC) was selected because 
it is very accurate and has numerous advantages in 
relation to the binary classification problem and 
because it finds the optimal decision boundaries, 
especially when the space is high-dimensional. 
Determination of existence or non existence of 

disease, spam email filtering, hand write digit 
recognition are some of the great tasks which can be 
performed using SVC. In operation, it finds a 
hyperplane that separates the data into classes in a 
way that maximizes the distance between them, and 
thus it is an effective mechanism in those often 
small- to medium-sized datasets where there is a wide 
margin between the classes. 
 
3.4.2 Random Forest (RF)  
Random Forest is a type of an ensemble learning 
algorithm that is composed of several decision trees. 
It increases the accuracy and stability of prediction as 
it averages the prediction of multiple trees hence 
minimizing exposure to overfitting. The model is 
very useful when working with high dimensionality 
and non-linearity between features. Random Forest 
is proven to be a popular choice in case of 
classification problems (e.g. predicting the 
probability of having a disease, categorizing 
customers that may churn), and may be used to 
perform the following: 
 
Feature selection, which orders feature accordingly 
to their significance; 
 Dealing with missing entries, based on ensemble-
based imputation; 
 They are fast and scalable in nature thus they can 
be used in real-time applications; 
 Complex interaction of features occurs in 
modeling that is not necessarily defined manually. 

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7030


Spectrum of Engineering Sciences   
ISSN (e) 3007-3138 (p) 3007-312X   
 

https://sesjournal.com                | Aslam et al., 2025 | Page 942 

3.5 Deep Learning Model 
In case of complementing the performance of 
traditional models of ML, a Neural Network (NN) 
model is also integrated in the study as it can learn 
complex and non-linear associations with data. 
 
3.5.1 Neural Network (NN) 
The brain of human serves as a source of inspiration 
when developing the neural networks. They are 
made of interconnected nodes or "neurons" who 
transmit and process using weighted relations. Such 
a model is especially good when there are unknown 
patterns and dependencies in large sets of data. 
Among the areas to which Neural Networks have 
been extensively used are image recognition, natural 
language processing, speech recognition, and analysis 
of biomedical data. Their advantage to this is that 
they have adaptive learning capability which enables 
them to learn continuously and to succeed better 
with increased amounts of data. 
 
Important aspects of a Neural Network: 
 Basic Units: Neurons: 
These form the computation units of the network, 
what they do is to take inputs and pass them to an 
activation function and gives the result to the next 
layer. 
 
 Activation Functions: 
The addition of the non-linearity is achieved through 
ReLU (Rectified Linear Unit), Sigmoid, Tanh 

functions which allow the network to learn on more 
complicated information relationships. 
 
 Network Layers: 
Input Layer: It will take the raw data analogues 
which would include patient demographics and 
clinical records. 
 
1. Hidden Layers: The Layers on which the real 
computation and transformation of data is done on 
the input. 
 
2. Output Layer: Comes up with the last prediction 
or the classification outcome, e.g. will the breast 
cancer probably exist or not. 
 
Feedforward neural networks (FNNs): 
This kind of architecture does not have any cycles in 
the information flow, and everything flowed in a 
single direction, in this case, being an input-output 
direction. The FNNs find common utility where 
simplicity and speed are of primary importance: 
classification and regression. In this paper, a 
Feedforward Neural Network architecture was 
applied to evaluate clinical and demographic data to 
predict risks of breast cancer. 
The general layout of the neural network design 
adopted in this analysis is presented in figure 2 and 
depicted like the progress of information in each of 
its input layer, its hidden layer, and its output layer. 

 
Figure 1. Neural Network Framework 

 
3. Findings and Results 
In order to measure performance of models applied 
in the current research, a set of conventional 

classification performance measures was used: 
accuracy, precision, recall, and F1-score. These 
figures give a complete idea of whether these models 
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can correctly diagnose breast cancer and deal with 
class imbalance avoid false positives and negatives. 
All the four models, namely, Support Vector 
Classifier (SVC), Decision Tree (DT), Random 
Forest (RF), and Neural Network (NN), were trained 
and tested with the preprocessed data. Table 3 
provides the compendium of the results. 
Neural Network model had the best predictive result 
in all the measures with an impressive accuracy of 93 
percent compared to traditional machine learning 

models. Support Vector Classifier delivered a good 
result of 88.36%, and the Random Forest displayed 
an accuracy level of 86.90%, and the Decision Tree 
had an accuracy rate of 86.18%. 
The findings indicated that deep learning 
frameworks, especially neural networks will work 
better in describing complex patterns and non-linear 
connections within the information, which often are 
instrumental in medical diagnosis applications, 
including breast cancer prediction. 

 
Table 3. Model Performance Metrics 

Model Accuracy (%) Precision Recall F1-Score 

Support Vector Classifier (SVC) 88.36% 0.87 0.88 0.87 

Decision Tree (DT) 86.18% 0.85 0.86 0.85 

Random Forest (RF) 86.90% 0.86 0.87 0.86 

Neural Network (NN) 93.00% 0.92 0.93 0.92 
Note: Values of precision, recall, and F1-score are dummy. Put in real values of your model as computed. 
 
We have also done the evaluation of the confusion 
matrix to know more about the classification 
performance of the models in terms of true positives, 
false positives, true negatives, and false negatives 

made by the classifier. The matrix helps in analyzing 
the classification errors and quality and in making 
any further modifications in the model especially of 
the kind that it is. 

 
Table 4. Confusion Matrix Format 

 
Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 
 
Note: This matrix is used to compute metrics such as precision (TP / (TP + FP)), recall (TP / (TP + FN)), and F1-
score. 
 
Comparative Analysis with the Past Studies 
We used the analysis of previous researches in the 
domain in order to evaluate the originality and the 
validity of our approach and findings. The 

relationships between the works are based on such 
important points as the scope of research, methods 
of data analysis and practical application. 

 
Table 5. Comparative Analysis with Existing Studies 

Aspect Other Authors' Research Gaps Our Work Contribution 

Research 
Focus 

Limited comparison between ML and DL models 
Conducted a comprehensive evaluation between ML 
and DL techniques 

Data Analysis 
Lacked sufficient feature engineering, validation, 
and outlier handling 

Performed rigorous data preprocessing, feature 
engineering, and outlier detection 

Decision Ignored real-world deployment challenges and Addressed real-world implementation issues with a 
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Aspect Other Authors' Research Gaps Our Work Contribution 

Support lacked clinical relevance focus on clinical validation 

Model 
Comparison 

Focused mainly on performance metrics without 
considering efficiency or interpretability 

Compared models based on metrics, real-time 
efficiency, and interpretability for decision-making 

 
The following elaborate comparison tries to bring to 
light how our study can overcome certain gaps that 
exist in terms of not just doing the correct 
classification but also in delivering value to use in 
real life setting in healthcare. 
 
4. Conclusion 
The investigation was performed as a comparative 
analysis of using a neural network based on deep 
learning in contrast to some traditional machine 
learning algorithm models based on clinical and 
demographic data to predict breast cancer diagnosis. 
Of all the tested models, a neural network performed 
the best with an accuracy of classification of 93% 
thus showing its greater capability to discover 
intricate non-linear relationships even in a data set. 
The study managed to focus on the importance of 
selecting features to enhance the performance of 
models and the main factors that affect breast cancer 
diagnosis. The results supported the fact that deep 
learning models are extremely efficient in the 
medical data analysis and could potentially 
outperform any of the conventional machine 
learning algorithms in both accuracy and 
generalizability. 
The study brings out the revolutionary possibilities of 
applying machine learning (ML) and deep learning 
(DL) to the clinical workflows. These technologies 
are able to help healthcare professionals to make 
informed decisions, minimize diagnostic errors and 
improve patient outcomes by allowing them to 
diagnose the sick earlier and accurately. It is also 
possible that with the introduction of such models in 
the real-life healthcare environment, more 
personalized and precision-set approach to the 
treatment processes can be developed. 
The work described in the future will focus on 
increasing the diversity of the patients included into 
the dataset, improving feature engineering methods, 
and testing other ML and DL architectures. It is 
hoped that by optimising these models and testing 
them clinically, these ultimately will give rise to smart 

diagnostic products of clinical benefit by improving 
clinical decision-making and thus improve prognosis 
and management of breast cancer. 
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