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 Abstract 

Crop depredation by wild and stray animals continues to be a perennial problem 
in agriculture, resulting in enormous losses in productivity and pressure on the 
economy of farmers. To overcome this, in this paper, we present a Transfer 
Learning-Based Smart Crop Protection System based on the YOLO (You Only 
Look Once) object detection model, for real-time detection and prevention of 
animal activities. Through the transfer learning of a pre-trained YOLO 
architecture, the system is trained to detect certain types of animals causing crop 
damage, even with a small amount of domain-related images. Live video streams 
obtained from field-mounted cameras are analyzed to estimate the presence of 
animals with high accuracy and low vibrant. Once detected, the system can 
automatically initiate nonlethal countermeasures, such as sound alarms or 
flashing lights tailored to the type of animal identified. The Internet of 
Things(IoT) and edge computing are incorporated, which facilitates on-site 
computing without always being connected to the cloud. Experimental results 
suggest that our system can accurately detect elastic object approximations under 
different lighting and environment situations, with strong deterrent responses and 
decreased false positives. The system offers an intelligent and automatic scale 
value-added crop protection by effectively employing transfer learning and deep 
learning models. The accuracy of the proposed model in detecting the animal is 
93%. This Artificial Intelligence (AI) approach saves the crop from animals.  
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     INTRODUCTION

Agriculture is the central bone of the Pakistani 
economy. Where 70% population of the country 
depends upon it directly or indirectly [1]. They 
need to provide food year to year, increasing 
population despite a very small area of land. It is 
expected that in five years shortly that there will 
be a 15% to 20% increase in feeding items [2]. 
Although a large number of the population 
depends upon this field yet they are in an 
uncertain condition to maintain life in this field 

now. The cause is that there could be some 
changes in fields outside or inside. For example, 
suitable environment, selection of seed, 
fertilization, input, and irrigation etc.  
Today it is another element to destroys crops is 
the entrance of animals into the fields to fields 
the dispute between animals and formers is 
expanding common in the whole country [3]. In 
forest areas and their related areas, there are 
many problems and formers have to bear big 

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7030


Spectrum of Engineering Sciences   
ISSN (e) 3007-3138 (p) 3007-312X   
 

https://sesjournal.com                | Ahmad et al., 2025 | Page 900 

losses.  They're using traditional and current 
methods. They use shotguns, strings, and stones. 
To overcome these problems electrical wielding 
machine fence is used but not according to 
expectations. To save and protect their crops, 
some efforts have been made for solutions. 
Machine-learning gives the ideas of the use of 
IoT, which is its basic solution[4]. IoT controls 
those things that are linked with it and 
transforms information on the network by using 
technology sensors and different electronic 
components. IoT enables to collection of data in 
real-time from form fields [5]. In this study, we 

offer with new conversation service by 
synchronization of Pi-Camera, LED, and Buzzer 
with clouds in the field. The exterior part 
implemented wireless technology, WiFi, to 
cooperate with information centers through a 
modern IoT gateway. Pi Camera from field 7/24 
is used to capture pictures in real time during the 
day and night. Through WiFi modules, ESP8266 
transforms the parts of hardware parts and uses 
TCP/IP protocol for the correlation low low-
value and easy programming of the controller 
Raspberry Pi.

 

 
 
Deep learning builds an intelligent model by 
analyzing a dataset [6]. These models make 
decisions after recognition of hidden patterns. 
For object detection and classification model is 
trained. The system is connected with Twilio 
Communication API, which is used to 

communicate with former about the situation. A 
Raspberry Pi controls the management of the 
system [7]. This modern technology gives the best 
solution to prevent crops from animals by giving 
real-time monitoring and alerts.

 

Figure 1: Different Animal destroying the crops 
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Table 1: Percentage of damage produced by the different wild animals 

Sr. No 
Wild Animal 

Name 
Name-of-the-Crop 

Damage in 
(%) 

Reciprocating 
Action 

1 Elephant 
Sugarcane, Coconut, plantain, paddy, 
maize 

(72%) 
Use Bright Lights, 
Noise 

2 Gaur Mulberry and sandal (62%) 
High-frequency 
sound-waves 

3 Sambar deer Pasture, forestry, plantations, gardens (17%) 
Loud noise and 
dazzling lights 

4 Wild boar 
Paddy's maize, bean, corn, and fruit 
trees 

(16%) Loud noise 

5 Monkey Maize, wheat, rice, and vegetable crops (75%) Lighting with sound 

6 Porcupine 
Maize, Potatoes, Groundnuts, 
Sugarcane 

(65%) Dazzling lights 

7 Goral Maize, Potato, Millet, Wheat, Paddy (20%) 
Loud noise and 
dazzling lights 

8 Bear Field corn, Oats, and Sweet Corn (55%) Fire and Noise 

9 Wolf 
Rice, Wheat, Maize, Pulses, and 
Mustard 

(18%) 
Loud noise and 
dazzling lights 

10 Zebra 
Maize or Corn, Potato, Tomato, 
Carrot, and other Vegetables. 

(15%) 
Loud noise and 
dazzling lights 

 
Literature Review: 
Deep learning models for detection are divided 
into two categories: two-stage and one-stage 
detection algorithms. Two stage involves SPP-
Net[7], R-CNN[8], and Faster-RCNN[9]. These 
models achieve high detection accuracies, but due 
to the two-stage detection algorithms, they 
consume more time.  In contrast, Yolo model 
[10] and Center Net [11] are one-stage 
algorithms. Yolo model especially has high speed 
and accuracy, and can detect objects and classify 
them in one shot. But the two-step algorithms 
first detect the objects and then classify them, 
consuming a lot of time. Due to speed and high 
accuracy one one-step algorithms are preferred. 
 Zhou et al[12] suggested a multi-visual 
perception method for prominent object 
detection, motivated by the human visual 
system's capability to quickly diagnose and 
concentrate on imposing regions. For remote 
sensing imagery, Liu et al[13] presented an 
Adaptive Multi-Scale Feature Enhancement and 
Fusion Module (ASEM) algorithm, which 
enhanced object detection performance over fine 
multi-scale feature fusion, attaining mAP 

developments on the DOTA-v1.0 (74.21%) and 
HRSC2016 (84.90%) datasets. Concentrating on 
unimportant solutions, Yue et al[14] established 
YOLO-SM, a network intended for single-class 
multi-deformable targets, maintaining high speed 
while significantly enhancing accuracy and 
oversimplification over its DCM module and 
GMF feature fusion structure.  
Other revolutions contain anchor-free methods 
for precise applications, such as Kim et al.'s [15]. 
Method for detecting minor faults on apple faces. 
Additionally, Wang et al[16] suggested a dual-
branch structure combining Graph 
Convolutional Networks (GCN) for universal 
data detection and Convolutional Neural 
Networks (CNN) for local feature focus, joined 
with a dynamic weighted hierarchical loss 
function, to increase the conduct of cross-domain 
classification problems.  
Current improvements in the YOLO series have 
also been discovered, with L et al[17] 
enlightening YOLOv5 over the introduction of 
an attention mechanism, a bidirectional feature 
pyramid network, and an EIoU loss function 
(RSI-YOLO). Also, Han et al[18] planned an end-
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to-end attention mechanism precisely for crop 
planning in time-series SAR imagery. While these 
approaches have proved advancement in 
addressing numerous object detection issues, 
including cross-domain challenges, they regularly 
suffer from boundaries such as reliance on large 
labeled datasets, high computational resource 
necessities, and a lack of universality, requiring 
additional research to overcome these hurdles. 
In the agricultural sector, remote sensing image 
object detection jobs present unique 
complications. Modern research has focused on 
these discriminations, including studies on 
remote sensing image registration[19] and well-
organized detection and counting of corn and 
wheat ears.  The latest restatement in the YOLO 
series has established significant developments in 
object detection tasks regarding both accuracy 
and real-time performance[20].  
 
The Proposed Methodology: 
Dataset and Resources: 
To train and evaluate a Deep-based animal 
detection model, we collected the label data from 
Robo-flow, a well-known platform for dataset 
collection. It gives tools to upload, preprocess, 
and provides many formats of datasets 
compatible with Deep learning models. The 
model contains 10 classes in the datasets, such as 
Bear, Boar, Crocodile, Elephant, Lion, Monkey, 
Person, Snake, Tiger, and Wolf. The dataset 
contains a total of 16968 images. Each image is 
labeled in the dataset to ensure the quality and 
correct classification. Robo-flow gives us many 
preprocessing steps such as image resizing, 
normalization, and data augmentation 87% of 
images are used for training, 10% images for 
validation, and 03% for testing. 
 

Deep Learning Model components and working 
(YOLOv9 Model): 
One of the primary uniqueness lies in the 
combination of YOLOv9 (You Only Look Once). 
A front-line deep-learning model for real-time 
object detection. YOLOv9 has excellent accuracy 
and is fast, making it a complete option for 
describing and classifying animals without losing 
time, and decreasing the detection inactivity 
necessary for effective determination [21]. 
YOLOv9 is a single-stage detector that works with 
two tasks: 1st is the localization, and 2nd is 
classification in one move through the Network-
Architecture [22]. The YOLOv9 algorithm is 
shortly explained, which contains the following 
steps: 
 
Grid Division’: An input image is separated parts 
by parts in a fixed-size grid(‘S*S’), in which every 
cell is liable for making decisions or forecasts on 
object localization(bounding box) and 
classification(Class Probabilities) [23].  
 
Class Prediction And Bounding Box: In this, 
every cell supposes many bounding boxes, besides 
box location(‘x,y’), dimensions(‘w, h’), and 
confidence score, and also objects related to a 
predefined class[24]. Final Detection: The 
algorithm calculates a final and clear score for 
every bounding box, considering the score of box 
confidence and probabilities of every class. This 
results in corresponding overlaying boxes with 
Up/High and Down/Low-confidence 
detections[25]. Therefore, an NMS (Non-
Maximum Suppression) algorithm is tested to 
keep the bounding box with the high/up score 
and delete/eliminate overlapping or down/low-
confidence detections. Now the last forecast 
consists of a bounding-box (x, y, w, h) class labels 
and Confidence[26]. 
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Figure 2: Proposed Deep Learning Model(Yolov9) 

The images collected are divided into two parts, 
training data and testing data. The model is 
customized to meet the specific requirements. 
Then it is trained to detect and classify the 

animals. The performance of the dataset is tested 
by performance metrics before the deployment in 
the real world. 

 

 
Figure 3: Proposed Complete System Architecture 
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System Construction and Working:  
The system involves the development of a smart 
crop protection system from animals with the 
help of deep learning, as shown in the block 
diagram. We used the battery to power the whole 
system. The camera module is an interaction with 
deep transfer learning. An animal is detected in 
the presence of the crop, and the radar sensor 
triggers the camera to catch the image. The catch 
image from the camera is provided to the trained 

model to determine the type of animal found and 
the differences between animals and humans. We 
used the deep learning-based model to examine 
the animal in the captured image, and if the 
animal is found or detected, the system will 
generate a high-frequency Buzzer and also a light 
strobe. This will drive away the animals from the 
crop without hurting them. The system is also 
comprised of a notification system that will send 
SMS alerts to the Farmer.  

 

 
Figure 4:Flow Chart of Proposed Model 

 
Problem Statement: 
A lot of farmers in Pakistan use electric 
bars/fences to protect their crops from animals 
[27]. However, this system has many problems, 
like sometimes voltage drops arise and the owner 
of the electrical bar has to examine the voltage; 
however, unable to know it without reality going 
there, and This system hurts the animals. The 
other running system mostly allows/produces 
control functionality [28]. Also, the above-
mentioned systems don’t give crop protection 

from animals, particularly in above mentioned 
application area. They along with required to 
take actions based on the kind of animals that 
attempt to enter the crops, as distinct methods 
are used to prevent distinct animals from 
entering related blocked areas[29]. The other 
typically used manner by the farmers in the 
plan/structure is to stop crop destruction by 
animals. Consists of construction physical 
hurdles, use of electric bars, manual supervision, 
and many similar weak and unsafe methods [30].  
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   We are going to develop a system that      detects 
the   animals without any human involvement. We 

install it in  crop fields without physical or manual 
security. 

   
Performance Evaluation: 
This is measured by the metrics given in the table below. These metrics tell how well the model is working. These 
metrics are used to judge the performance of the model. Table 2 Performance Metrics [31]: 

 
Table 2:Performance Metrics 

Matric Formula Explanation 
Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

The precision is a number that shows the number of 
information digits, and it expresses the value of the number. 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

In the proposed Model, the recall is computed by the True 
Positives of all pest datasets, divided by the sum of True 
Positives and False Negatives. 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Accuracy shows the percentage of true predictions and is 
calculated as the sum of True Positive and True Negative 
divided by the sum of True Positive, True Negative, False 
Positive, and False Negative. 

F1-Score 
2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

The F1-score is calculated by multiplying Precision and Recall 
by 2, then dividing by the total of Precision and Recall. 

FNR 𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

The False Negative Rate of the proposed model is derived by 
taking the total of False Positives and False Negatives and 
dividing by the total of True Positives, True Negatives, False 
Positives, and False Negatives. 

TPR 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The True Positive Rate is calculated in the proposed model by 
dividing the True Positive of all pest datasets by the sum of 
the True Positive and False Negative. 

TNR 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

The proposed model calculates the True Negative Rate by 
dividing the test dataset’s True negatives by the total of True 
Negatives and False Positives. 

 
Dataset Distribution Overview 
The dataset contains 10 distinct classes: bear, boar, 
crocodile, elephant, lion, monkey, person, snake, 
tiger, and wolf. The number of instances in each 
category differs slightly, showing a nearly balanced 
dataset; however, some categories hold more samples 
than others. 
Elephant has the highest number of instances with 
2,500 samples, making it the most significant class in 
the dataset. Boar, monkey, and snake follow closely 

with 2,000, 2,020, and 2,010 instances, respectively. 
Tiger and bear also have a substantial number of 
instances, with 1,990 and 1,950 samples each. Lion 
shares the same count as the bear, at 1,950. Wolf 
and crocodile have the lowest number of instances 
among the animal classes, each with 1,850 samples. 
Person class has 1,880 instances, which is slightly 
lower than most animal categories. 
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Figure 5:Dataset Distribution 

 

Confusion Matrix: 
An algorithm for the performance visualization that 
is laid out in table format is called a confusion 
Matrix. It is fruitful to measure Accuracy, Specificity, 

Recall, Precision, and most importantly is AUC-
ROC Curve. 
 

 
Table 3:Confusion Metrix 

  Predicted Values 
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Bear 161 2 3 5 0 7 2 0 1 1 182 
Boar 1 230 0 0 1 0 0 0 0 0 232 
Crocodile 0 0 163 0 0 0 1 1 1 0 166 
Elephant 0 1 1 196 0 0 0 1 0 0 199 
Lion 2 0 0 0 170 4 0 1 1 1 179 
Monkey 0 0 0 1 4 171 0 0 0 2 178 
Person 2 0 1 0 0 0 164 0 0 1 168 
Snake 0 0 2 1 0 0 1 174 0 0 178 
Tiger 1 0 1 0 1 0 0 0 166 0 169 
Wolf 10 2 1 1 0 3 0 0 0 203 220 
Total 177 235 172 204 176 185 168 177 169 208 1871 

 
The confusion matrix visualizes the performance of 
the classification model by comparing Training & 
Validation Metrics. 
 Total Samples: 1871 

 Most classes are highly accurately predicted, 
showing good model performance. 
 The Boar, Elephant, and Crocodile classes have 
the highest accuracy, with minor misclassifications. 
 Slight confusion is observed between: 
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• Bear vs Monkey/Wolf 
• Lion vs Monkey 
• Snake vs Crocodile 
• Wolf vs Bear/Monkey 

 
Model Performance Analysis: 

The classification model was calculated on a dataset 
comprising 1,871 total samples, ranging across ten 
different animal and human classes such as Bear, 
Boar, Crocodile, Elephant, Lion, Monkey, Person, 
Snake, Tiger, and Wolf. The calculation was based 
on standard performance metrics: Precision, Recall, 
and F1-Score, calculated for each class exclusively. 

 
Table 4:Model Performance Analysis 

Class Accuracy Miss Rate Precision Recall F1-Score 

Bear 88.5% 11.5% 91.0% 88.5% 89.7% 
Boar 99.1% 0.9% 97.9% 99.1% 98.5% 

Crocodile 98.2% 1.8% 94.8% 98.2% 96.4% 
Elephant 98.5% 1.5% 96.1% 98.5% 97.3% 

Lion 95.0% 5.0% 96.6% 95.0% 95.8% 
Monkey 96.1% 3.9% 92.4% 96.1% 94.2% 
Person 97.6% 2.4% 97.6% 97.6% 97.6% 
Snake 97.8% 2.2% 98.3% 97.8% 98.0% 
Tiger 98.2% 1.8% 98.2% 98.2% 98.2% 
Wolf 92.3% 7.7% 97.6% 92.3% 94.9% 

 

 
Table 5: Model Performance Metrics Graphs 

From the table and graph, it is clear that the model 
correctly detects 161bear images out of 182 images, 
resulting in a recall of 88.46%. It predicted 177 
instances as Bear, of which 161 were correct, leading 
to a precision of 90.96%. The corresponding F1-
score, which balances precision and recall, is 89.70%, 

indicating good but not perfect performance. Errors 
occurred primarily by misclassifying a limited bear as 
a monkey or a wolf. 
The Boar class attained near-perfect performance, 
with 230 correct predictions out of 232, giving a 
recall of 99.13%. With only five incorrect 
predictions as Boar, its precision reached 97.87%. 
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The F1-score was 98.50%, reflecting high consistency 
in classifying Boars. For Crocodiles, the model 
attained 163 correct identifications out of 166 
(recall: 98.19%) and misclassified a few other classes 
as crocodiles (FP = 9), resulting in 94.74% precision. 
The overall F1-score was 96.44%, showing consistent 
model performance. The Elephant class was also 
predicted with high confidence. 196 out of 199 were 
correctly identified (recall: 98.49%), with a precision 
of 96.08%, as only a few misclassifications were 
made. The F1-score stood at 97.27%, showing 
excellent model accuracy. The model attained 170 
correct predictions for Lions (recall: 94.97%) out of 
179 actual cases, with a precision of 96.59%, due to 
six false positives. The F1-score for Lion was 95.77%. 
For Monkeys, the model verified 171 true positives, 
resulting in a recall of 96.07% and a precision of 
92.43%, slightly lower due to 14 false positives. The 
F1-score was 94.21%, indicating good but 
improvable performance. The Person class was highly 

accurate, with 164 correct predictions out of 168 and 
only four errors both ways. This gives both precision 
and recall of 97.62%, and hence a strong F1-score of 
97.62% as well. The Snake class was one of the best-
performing, with a precision of 98.30% and recall of 
97.75%, resulting in an F1-score of 98.02%. Only 
minor misclassifications occurred. The model 
recognized Tigers with almost perfect accuracy. Out 
of 169 actual Tiger images, 166 were correctly 
classified. The model’s precision was 98.21%, and 
recall was 98.24%, giving an F1-score of 98.22%. For 
Wolves, the model correctly predicted 203 out of 
220 (recall: 92.27%), and made only five false 
positive predictions, resulting in 97.60% precision. 
The F1-score was 94.87%, indicating that while the 
model is very precise, it missed some Wolves (false 
negatives). The system performs best, achieving 
96.1% accuracy. 

 

 
Table 6: Comparison of Results on Different Yolo Models 

S.No Model Name Validation 
Accuracy 

mAp50 Precision Recall 

1 YOLOv8[35]  0.93 0.93 0.85 
2 Yolo-NAS[35]  0.93 0.52 0.98 
3 Fast-RNN[35]  0.91 0.85 0.91 
4 Our Proposed 

Model 
96.1% 95.05 96.05 96.13 

 
Conclusion: 
Agriculture always remains a vital part of the 
economy because many people depend on 
agriculture. Many people use electric fences, artificial 
repellents, and acoustic systems to protect crops from 
wild animals, but do not get reliable results. 
However, agriculture is facing continuous challenges 
due to many reasons.  The proposed approach uses 
real-time image detection, utilizing models Deep 
Yolov9 model for accurate and quick detection. This 
technology will notify authorities in real time and 
help reduce animal mishaps and conflicts, giving an 
optimal solution. It aims to protect crops from wild 
animals. In conclusion. The proposed surveillance 
system explains the best use of AI and IoT in solving 
agricultural problems. It offers a scalable, low-cost, 
and efficient method. 
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