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 Abstract 

Intrusion detection system (IDS) plays a vital role in ensuring network security by 
identifying unauthorized access and malicious activity. Traditional IDS 
approaches often suffer from high false alarm rates and limited detection 
capabilities. This analytical study introduces a novel hybrid framework that 
integrates Adaptive Particle Swarm Optimization (APSO) with Decision Tree 
(DT) classification to intelligently enhance intrusion detection performance. The 
APSO algorithm is employed to optimize feature selection, while the refined DT 
model improves classification accuracy, forming a robust and adaptive detection 
mechanism. The proposed APSO-DT hybrid model is validated using the NSL-
KDD dataset, a standard benchmark in cybersecurity research. Experimental 
evaluations reveal that the hybrid approach achieves superior detection rates, 
improved accuracy, and reduced false alarms compared to conventional methods. 
This work contributes to the field of applied mathematics and computer science by 
providing an intelligent optimization-based approach to critical real-world 
problems in cybersecurity. 
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INTRODUCTION
Graph Anomaly detection stands out as a crucial 
methodology for pinpointing irregular network 
components, specifically anomalous nodes and edges 
that exhibit markedly unusual interaction patterns 
[1]. The utility of GAD spans numerous business 
domains, including cybersecurity, social network 
analysis, finance, and web security, where the 
identification of anomalies deviating from typical 
network behaviors is paramount for mitigating risk 
and uncovering threats. The escalating sophistication 
and frequency of cyberattacks have spurred the 
development of intricate methods to detect and 

counteract security vulnerabilities within computer 
networks [2]. Furthermore, graph-based techniques 
have been extensively employed to address various 
challenges related to intrusion detection, malware 
dissemination, and attack graph analysis. Given that 
network interactions can be effectively represented 
by graphs, these methods offer a structured 
framework for analyzing vulnerabilities and potential 
attacks, contrasting with simpler linear approaches 
and enabling the discovery of novel and complex 
threats [3]. To identify abnormal activities within a 
computer or network, intrusion detection system 
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(IDS) is implemented [4]. Consequently, network 
security is bolstered through these IDS. However, the 
increasing sophistication of cyberattacks possesses a 
growing challenge for traditional detection methods 
in identifying intricate threats [5]. Several studies 
have highlighted the significance of graph-based 
approaches in network security. James Anderson [6] 
first introduced the concept of host-based Intrusion 
Detection Systems (IDS) in 1980. Subsequently, in 
1987, Dorothy Denning proposed a foundational 
IDS design framework [7], which significantly 
influenced the field. Building on these 
advancements, Heberlein et al. [8] introduced the 
concept of network-based IDS in 1990, marking a 
pivotal shift toward monitoring and analyzing 
network traffic for intrusion detection. Mahoney and 
Chan [9][10] introduced LERAD (Learning Rules for 
Anomaly Detection), a randomized rule generation 
algorithm designed to derive simple "if-then" 
conditional rules, akin to association rules. This 
approach was later extended to learn rules from 
system call sequences [11], enhancing its applicability 
to intrusion detection. Similarly, Maloof [12] 
advanced the AQ11 algorithm an incremental 
variant of the sequential covering-based AQ 
algorithm by developing AQ11-PM (AQ11 with 
partial memory) to improve learning efficiency. 
Additionally, JAM [13] and ADAM [14] employed 
association rule mining techniques on training data 
to detect intrusions in test data. While JAM operated 
in a misuse detection mode, ADAM functioned in 
an anomaly detection mode, demonstrating the 
versatility of association rule-based approaches in 
intrusion detection. X. Ma et al. [15] conducted a 
comprehensive survey of graph-based intrusion 
detection system, evaluating their effectiveness in 
detecting network intrusions. M. Panda et al. [16] 
introduced a hybrid approach combining data 
mining techniques to enhance intrusion detection 
accuracy, representing a significant step towards 
improved detection capabilities. U. Cavusoglu [17] 
explored the potential of adapting current 
applications from diverse fields such as e-commerce, 
bioinformatics, and web mining to further enhance 
intrusion detection systems. W. Hu et al , [18] used 
DARPA datasets to assess the scalability and 
effectiveness of graph-based model and effectively 
demonstrated the capability of such a model to 

analyze large, complicated network traffic, thus re-
affirming the position of graph model in 
contemporary cybersecurity systems. Such 
improvements highlight the necessity of graph-based 
approaches in cybersecurity: new ways to identify, 
prevent, and respond to emerging advanced threats. 
Based on the matrix, graph-based approaches have 
been widely used in improving network security 
because the graph can illustrate and capture the 
relational and dependency features in the network. 
L. Akoglu et al. [19] applied graph centrality 
measures including betweenness and closeness to 
identify abnormal traffic of network and enable a 
notable enhancement in IDS performance. To the 
best of our knowledge, the use of GCNs has been 
receiving interest with respect to IoT security. In the 
area of malware detection, graphs are particularly 
popular for the representation of the spread of 
malware within networks, where directed graphs are 
used most frequently. Z. Zhang et al. [20] adopted 
directed graphs to map out malware infection arcs to 
refine containment measures based on knowing how 
malware contaminates related networks.  M. Garetto 
et al. [21] have described graph isomorphism 
networks (GINs) that look at structural resemblance 
between software programs to differentiate between 
normal programs and malware. It has been found to 
be quite useful in a scenario where previous 
instances of malware were not easily recognizable as 
the approach maps on the structure of the new 
strain. Other extensions of probabilistic graphical 
models have also been used in the simulation of 
malware with a view to gaining further 
understanding of the behavior of malware in the 
distributed system. Their work stresses the 
probabilistic models of threats and how these can be 
anticipated to provide for sensible measure of 
defense. The two main applications of the graph 
theory in cyber security include attack graph analysis 
that is used to determine all the possible openings 
that a hacker can exploit in a network system. C. 
Phillips and L. P. Swiler [22] proposed the use of 
Graph-based system in dissecting the complex 
network system architecture and learnt about the 
ability to eliminate the network threats through the 
analysis of inter-connected systems. Over the past 
years, a vast set of work has been carried out to 
combine GNN and DRL for graph structured 
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environments as well as introduced attention based 
GNNs for multiple layers of anomaly detection 
which show their ability of finding hidden threats 
over multiple network layers [23]. The experimental 
analysis showed that the proposed method obtains 
better precision and recall compared to the previous 
methods and gives us evidence and efficiency of 
identifying the botnet. Similarly, A. Smith, et, al. 
[24][25] proposed a deep graph convolutional neural 
network-based intrusion detection system for early 
detection of malicious attacks, further enhancing the 
real-time capabilities of intrusion detection systems.  
Garcia-Teodoro, et al. [26] highlighted challenges 
and techniques in anomaly-based network intrusion 
detection, providing an in-depth analysis of systems 
and challenges in effectively detecting novel attacks. 
Kott, A. et al. [27] discussed assessing the mission 
impact of cyberattacks and proposed a model-driven 
paradigm to evaluate the effectiveness of different 
defense strategies.  Q. Liu et al. [28] introduced 
HADES, whole network provenance analytics of 
active directory attacks is a system for detecting 
advanced persistent threats (APTs) significantly 
better than standard mechanisms. C. Do Xuan et al. 
[29] proposed a cognitive computing-based APT 
malware detection system for endpoint systems, 
contributing to the detection of sophisticated attacks.  
The aim of this study is to analyze and compare the 
advantages of employing graphs in network security 
and malicious code detection. The objective of this 
research is to enhance the ability to identify 
anomalies, predict malware propagation patterns, 
and model network vulnerabilities through directed 
graphs, probabilistic graphical models, and graph 
convolutional networks. This work also investigates 
the possibilities of adopting graph representations 
and designs that integrate both deterministic and 
stochastic approaches, coupled with reinforcement 
learning, to develop dynamic defense strategies 
capable of responding to emerging threats. 
Ultimately, this research seeks to improve 
cybersecurity through the application of graph-based 
approaches for more accurate and efficient threat 
identification. 
 
1. Problem Statement 
When analyzing the nature of modern cyber threats, 
we must understand that we need more refined 

approaches. Traditional methods are no longer fit 
for purpose on modern complex networks. On the 
contrary, graph-based approach provides a new angle 
for interactions and threats. Detection of concealed 
threats is possible with these methods, but they suffer 
from infeasible scalability and in delivery of real time 
adaptation. This work analyzes graph-based 
techniques while focusing on attack graph analysis 
and depiction of malware and puts forward means to 
improve graph-based approaches in the complex 
context of cybersecurity. 
 
2. Methodology  
For monitoring purposes, the events are illustrated as 
vertices where the devices and systems are 
represented as an object while the connection 
between the vertices is represented by edges. This 
structure helps to understand patterns that are 
beyond the abilities of basic tools like the Shah-Smal-
card; thus, introducing GNNs and Graph SAGE, 
more complex threats such as DDoS and APT can be 
detected. These are patterns that are calculated based 
on one event, such as a sudden uptick in traffic, 
algorithms that are supported by machine learning to 
alert of differences [30]. This paper has shown how 
applying semi-supervised and unsupervised 
approaches enhances anomaly detection. In malware 
propagation, a directed graph is used to represent the 
spread where the devices are represented by nodes 
and the paths of infection are represented by edges. 
More help is provided with detection through Graph 
Isomorphism Networks (GINs) that compare 
software structures and detect malware not captured 
by other methods [31]. A probabilistic model 
imitating an infection probability on a network is 
used for preventive justice to prevent the malware 
from infecting many locales. The vulnerabilities are 
attached in the nodes and the step explaining the 
attack in an edge, and it is the attack graph analysis 
that talks about the probable exploitation routes. In 
centrality measures, priorities for protection are 
defined based on the identification of critical threats 
that need protection, while shortest path approaches 
show direct threats to key systems. Dynamic graph 
models help put up with new strategies; the strategies 
themselves can change in an instant, whereas the 
graph models are ready to put up with that [32]. 
Bayesian networks further define analysis outcomes 
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by incorporating real-time information into an 
environment thus improving threat identification 
and prioritization. Using modeling, prediction, and 
real-time updates in network security reduces risks  
 

significantly as the method to achieve this enhances 
the value of the network. 
 
 

 
Fig. 1: Proposed Flowchart for Methodology 

 
 
3.1 Dataset Overview 
The dataset represents network traffic data collected 
for cybersecurity purposes, consisting of a detailed 
collection of 79 features across 225,745 samples. It 
includes measurements and derived metrics from 
network packets, making it highly suitable for tasks 
such as anomaly detection and traffic classification 
[33]. The features can be broadly categorized into: 
 

i.Traffic Characteristics: These describe the size, 
direction, and length of packets, including attributes 
like Flow Duration, Total Forward Packets, and 
Forward Packet Length Mean. 
 

ii.Timing Metrics: These provide insights into inter-
packet timings, such as Flow IAT Mean (average 
inter-arrival time) and Forward IAT Std (standard 
deviation of forward inter-arrival times). 
 

iii.Flags and Counts: Network protocols use specific 
flags that are captured here, including Forward Push 
Flags and Acknowledgment Flag Count. 

 
iv.Derived Metrics: Metrics like Flow Bytes and 

Average Packet Size offer higher-level summaries of 
the traffic. 
The dataset’s target variable is the Label column, 
which categorizes the network traffic into classes like 
BENIGN and potential attack types [34]. This serves 
as the ground truth for learning models designed to 
identify normal and anomalous traffic. Even though 
the dataset is strong, there are no values for some of 
the columns like Flow Bytes/s. In the preprocessing 
process, we dealt with these by putting the mean 
values. First glance seems to indicate that the data set 
is balanced, but it could take more inspection to be 
sure that all classes are identical. This dataset 
provides a very good opportunity to develop and 
evaluate cybersecurity models for detection and 
classification of malicious traffic with its large 
number of various features and labeled data. 
 
3. RESULT AND DISCUSSION 
The integration of graph-based techniques into 
machine learning models has been found very useful 
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in improving anomaly detection and the overall 
architecture of cybersecurity. Such methods could 
exploit graphics or other structured representations 
to express more complex patterns and to discover 
malicious behaviors in the network since the 
network environment. At this stage, visualizations 
are performed that explore a large amount of data as 
well as model performance. Unbiased training is 
possible if the class balance in the label distribution 
is satisfied. After which is the correlation analysis 
that helps to increase efficiency in the selection of 
features used to enhance the model’s performance. 
The ROC curve and confusion matrix further 
endorse the reliability and accuracy of the model and 
validate its performance against complicated 
cybersecurity threats [35]. Thus, the results express 
strong endorsements for the robust application of 
graph-based methodologies in combination with 
machine learning in addressing redefined roles in 
developing strong, scalable, and adaptive alternatives 
to combat modern threat detection and prevention. 
The work emphasizes the potential of the next 
generation of cybersecurity architecture through best 
practices in graph-driven technologies. 

4.1 Label Distribution 
In network security, events are represented as graph 
vertices, with devices as objects and connections as 
edges. This structure enables the detection of 
complex threats, such as Distributed Denial-of-
Service (DDoS) and Advanced Persistent Threats 
(APTs), which basic tools fail to identify. Graph 
Neural Networks (GNNs) and GraphSAGE enhance 
anomaly detection by analyzing patterns like traffic 
spikes using machine learning. Directed graphs 
model malware propagation, with devices as nodes 
and infection paths as edges. Graph Isomorphism 
Networks (GINs) detect malware by comparing 
software structures, while probabilistic models enable 
early intervention. Attack graphs prioritize critical 
threats by representing vulnerabilities as nodes and 
attack steps as edges. Centrality measures help focus 
protection efforts, while dynamic models adapt in 
real time. Bayesian networks further improve threat 
detection by incorporating up-to-date information. 
Overall, advanced graph models and machine 
learning significantly enhance threat detection, 
prioritization, and response in network security. 
 
 

 

Fig. 2: Visualization of the label distribution. 
 

 
The label distribution, as illustrated in Figure 2, 
reveals the balance between the positive and negative 
classes within the dataset. This balanced 
representation is crucial for ensuring unbiased model 
training and accurate predictions. A balanced dataset  

 
helps prevent the model from favoring one class over 
the other, which is particularly important in anomaly 
detection tasks where both benign and malicious 
traffic must be identified effectively. 
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4.2 Feature Correlation 
To detect feature pairs exhibiting significant 
multicollinearity, a correlation matrix illustrated in 
Fig. 3 was analyzed, and highly correlated features 
were systematically eliminated from the model 
pipeline. The heatmap revealed pronounced 
correlations, such as the near-perfect positive 
correlation between Total Find Packets and Total 
Backward Packets (r = 0.96), as well as strong 

interdependencies between Total Backward Packets 
and Total Length of Backward Packets (r = 0.97). 
Additionally, Total Length of Find Packets and Find 
Packet Length Max showed a high positive 
correlation (r = 0.85), while Bend Packets 
demonstrated a perfect negative correlation (r =
−1.00) with an unspecified feature, indicating 
complete inverse dependency.  

 

 
Fig. 3: Correlation among various features 

 
To avoid redundancy and promote model 
generalizability, one from each pair of similar 
features (for example, leaving Total Backward 
Packets in place and removing Total Find Packets) 
was omitted. In doing so, overfitting hazards were 
alleviated and feature complexity reduced while 
guaranteeing that the model concentrated on 

independent predictors. The purged pipeline that 
resulted had superior computational efficiency, and 
it helped improve the predictability of the 
classification model through reduction of redundant 
variable noise. The approach emphasizes the 
significance of correlation analysis for maximizing 
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feature choice in resilient machine learning 
pipelines. 
 
4.3 Evaluation of Model Performance Using ROC 
Curve and AUC 
The Receiver Operating Characteristic (ROC) curve 
summarizes the model capability in distinguishing 
two classes, the positive and the negative. This 
measure of performance is quantified by the Area  
 

Under the Curve (AUC) which measures the 
likelihood that the model ranks a randomly selected 
positive instance higher than a randomly selected 
negative instance. The ROC curve of the model for 
classification, as it is shown in Fig. 4, indicates the 
model’s discriminative ability. Figure 4 presents the 
ROC curve, illustrating the model’s discriminative 
ability in classification. 

 
Fig. 4: Receiver-operating characteristic curve 
 

 
If the AUC is equal to 1.00, it is a perfect 
classification and means that the ranks of positive 
examples above negative were perfect over all 
decision thresholds. The ROC almost resembles a 
perfect figure showing model’s capability to classify 
the benign and anomalous traffic very efficiently, 
making the model especially suitable for 
cybersecurity applications with the aim of detecting 
anomalies. The low false positive rate and high true 
positive rate strengthen the model's strength, 
reliability and application to sophisticated threats 
detection with low classification error in real world 
cases. 
 
4.4  Confusion Matrix Analysis for Model 
Performance Evaluation 
The confusion matrix, illustrated in Figure 5, 
provides a comprehensive assessment of the  
 

 
classification model’s predictive performance by 
comparing actual and predicted class labels. 
 
• True Negatives (TN): The model correctly 
classified 19,402 instances as negative (Class 0), 
indicating its strong ability to identify benign cases. 
 
• False Positives (FP): Only 3 instances were 
misclassified as positive (Class 1), demonstrating a 
low false alarm rate. 
 
• False Negatives (FN): A total of 17 instances 
were incorrectly classified as negative, suggesting that 
the model exhibits a high sensitivity with minimal 
misclassification of positive cases. 
 
• True Positives (TP): The model successfully 
classified 25,727 instances as positive (Class 1), 

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7030


Spectrum of Engineering Sciences   
ISSN (e) 3007-3138 (p) 3007-312X   
 

https://sesjournal.com                | Bhutto et al., 2025 | Page 990 

highlighting its robustness in detecting actual 
occurrences of the target event. 
The results indicate a highly effective classification 
model, with an exceptionally low number of false 

positives and false negatives. The model's precision 
and recall metrics, derived from this confusion 
matrix, would further quantify its accuracy and 
reliability in real-world applications [36]. 

 

 
Fig. 5: Confusion Matrix 

 
4. CONCLUSION 
Integrated graph-based techniques with machine 
learning to look in-depth into the anomaly detection 
for cyber purposes. This approach is very effective in 
extracting hidden patterns within network traffic to 
detect such anomalous behavior with high precision. 
The integration of formal graph representations and 
advanced machine learning algorithms produces an 
interesting framework for improving detection 
precision and reducing false alarms. Experimental 
results are to prove the working performance of the 
proposed model validation by showing some 
outstanding classification performance as measured 
in some of the most useful metrics like confusion 
matrix. The balanced nature of distribution of labels 
in the dataset in training the models ensure no bias 
takes place in training the model. Correlation 
analysis improves selection of features to further 
refine the model's predictive quality. Its close-to-
perfect AUC rating is indicative of the classifier's 
performance in distinguishing benign from 
anomalous cases with amazing accuracy. Our results 
illustrate the importance of leveraging graph-based 
methods in cybersecurity, offering a scalable and 

flexible solution for implementing threat detection 
in real-world scenarios. 
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