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Abstract 
The research applies the Artificial Neural Network (ANN) method to create 
images by utilizing Electrical Impedance Tomography (EIT) as its image 
reconstruction system. The ANN technique demonstrates versatility because its 
applications extend across different domains, which include classification 
functions with additional enhancement capabilities and reconstruction procedures. 
Data receives classifications in multiple domains according to its purpose, where 
numbers or animals, or signboards represent three examples of categorized data. 
The enhancement technique functions to both enhance the image quality and 
remove unwanted noise, and it operates either on 1-D data alone or on 2-D data 
based on user needs. The image reconstruction process requires both the input and 
output neurons of the neural network to have the same number for accurate image 
reconstruction. The technique supports application to signals of 1-D, 2-D, and 3-D 
dimensions that generate outcome vectors or matrices of identical sizes to the input 
data. The research implements an ANN to restore visual information from the 
source data. 
The document follows a standard organization with chapters starting from the 
introduction to methods through results before concluding. The first part of the 
paper delivers a technique summary along with research reviews related to 
multiple uses of neural networks. The proposed approach receives a detailed 
explanation throughout the methods part, followed by a result presentation of 
images before and after the neural network technique usage. The final chapter 
brings together the conclusions based on the released results, which point toward 
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prospective research agendas. 
 

INTRODUCTION
The research employs an artificial neural network 
(ANN) as a neural network (NN) reconstruction 
technique to restore images. The ANN technique 
exists as a data reconstruction method that operates 
with pre-processed and raw data. Researchers 
generated their training and testing dataset through 
EIDORS simulation-based software (Electrical 
Impedance Tomography and Diffuse Optical 
Tomography Reconstruction Software) [1]. The 
electrical impedance tomography (EIT) method 
operates as Industrial Tomography Systems (ITOMS 
or simply ITS) for visual detection by employing 
tomography and computed tomography (CT) 
scanner principles. The two techniques use 
equivalent principles of operation in their 
functionality [2]. Real-time and offline images from 
the EIT procedure result from electric current 
transmission at defined frequencies through 
electrode pairs for industrial and biomedical 
applications. The obtained signals lead to 
extrapolated values that create the images. The visual 
representations generated from these images enable 
the study of solution mixing and crystallization, 
together with biomedical problems, as well as bubble 
detection procedures. The tomographic procedures 
CT and IT, along with RT, represent prevalent 
formats among various tomography techniques [3]. 
The methods find use in multiple fields such as 
industrial and medical applications, and real-life 
detection of welding bubbles and imaging for 

impedance tomography and analysis of the lungs [4]. 
The technology enables the processing of insulating 
surfaces through the examination of electrical 
permittivity (EP). For classification purposes, the 
artificial neural network (ANN) stands as a 
traditional technique [5]. The research employs this 
technique for the reconstruction of images that 
belong to electrical impedance tomography (EIT) 
systems. The neural network (NN) consists of input 
and output neurons [6]. A neuron, the basic cell in 
the brain, includes dendrites, an axon, an axon 
terminal button, a nucleus, a soma (cell body), and a 
myelin sheath, as shown in Figure 1. (a) [7]. A 
biological neuron equivalent model is constructed 
with input signals (dendrites), weights, an activation 
function, and output, as depicted in Figure 1.1(b) [8, 
9]. Here, x1, x2, x3, … xn represent the inputs, w1, 
w2, w3, … wn are the weights, b1, b2, … bn are the 
biases, the activation function is denoted as f(.), and 
y represents the output of the neural network [10]. 
There are various types of neural networks used for 
different applications, including classification, 
reconstruction, and enhancement [11-13]. 
Classification involves a greater number of input 
neurons than output neurons (Figure 2). In the 
reconstruction technique, the number of input 
neurons equals the number of output neurons 
(Figure 3). At the same time, enhancement involves a 
smaller number of neurons in the input layer than in 
the output layer (Figure 4). 
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Figure Error! No text of specified style in document..This is the biological neuron (b) is the equivalent model of 

the biological neuron [15] 
 
 

 
Figure 1 Classification neural network structure [14] 
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Figure 2. Reconstruction of neural network structure [15] 

 

 
Figure 3. Enhancement of neural network structure [16] 

 
The activation function is a critical component in a 
neural network system as it triggers the output when 
a threshold value is reached [17]. Once this threshold 
is surpassed, the neuron will be activated. The 
sigmoid activation function is one of the most widely 
used in neural networks, with other activation 
functions shown in Figure 1-5 [18]. The sigmoid 
function maps input values, denoted as z, to an 
output that ranges from 0 to 1. As the input value 
approaches negative infinity, the output tends 
toward zero, and as the input approaches positive 
infinity, the output approaches one. The unit step 
activation function, also known as the Heaviside or 
binary activation function [20], is triggered at two 
levels, providing a binary output: 0 for inputs below 
a threshold and 1 for inputs above the threshold. 
This function is shown in Figure 1.6. The Heaviside 
function can be mathematically represented as φ(z) = 
0 for z < 0 and φ(z) = 1 for z ≥ 0 [21]. Another 

activation function is the sign function, represented 
by φ(z) = -1 for z < 0, φ(z) = 0 for z = 0, and φ(z) = 1 
for z > 0, which has three possible output values [20]. 
The linear function, φ(z) = z, is another activation 
function that returns the same value as the input. 
The sigmoid function is represented as φ(z) = 1/(1 + 
e^(-z)) and is frequently used to produce outputs 
between 0 and 1, with values close to 0 for negative 
inputs and values close to 1 for positive inputs. The 
hyperbolic function, φ(z) = (e^z - e^(-z)) / (e^z + e^(-
z)), and the ReLU (Rectified Linear Unit) function, 
φ(z) = max(0, z), are also used as activation functions 
in neural networks for various applications. 
 
1. Literature  
A researcher has developed a phantom equivalent 
model for the lungs and heart using a saline solution 
in the system [22]. This phantom, with inner 
electrodes, is used to flow electric current and create 
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images through electrical impedance tomography 
(EIT). Other researchers have worked on similar 
systems, but based on simulations, where they 
generated EIT images incorporating conductivity and 
permittivity [3]. While neural network techniques are 
widely used in image reconstruction, some studies 
have also applied different methods, such as the D-
bar method for image reconstruction [23]. Research 
focused on two-dimensional (2D) images has 
involved clearing the phantom system and examining 
results using circular and triangular-shaped objects 
[24]. The authors demonstrated NN-SDM 
technology using a neural network-based supervised 
descent method to process online and offline dataset 
information in their research [25]. The neural 
network training process uses offline data to develop 
the network that subsequently runs within the online 
system for image reconstruction. 
There exists a challenge to define the degree of 
knowledge in two-dimensional (2D) imaging systems, 
yet this approach delivers workable experimental 
outcomes. Three-dimensional (3D) models provide a 
comprehensive examination of information, which 
enables researchers to better explain the problems 
they encounter [26]. Medical experts used a 3D 
model to research breast tumors by presenting a 
simulated comparison of normal versus cancerous 
breast tissue [26]. Systems supply resistivity along 
with conductivity data that permits the construction 
of these 3D models [27]. A research paper combined 
two-dimensional and three-dimensional modeling to 
study system conductivity distribution by developing 
3D structures using total variation for analysis 
purposes [27]. With a similar application, scientists 
use this methodology to investigate different types of 
physiological tissues present inside bodily organs. 
This approach enables medical examinations without 
requiring invasive surgical procedures because it 
remains non-invasive. The creation of a human body 
3D model from a 64-electrode dataset was possible 
after a team conducted the research [28]. 
Researchers can utilize the Electrical Impedance 
Tomography and Diffuse Optical Reconstruction 
Software (EIDORS) to produce sample images that 
become suitable for creating ideal targeted 
specimens. Researchers easily manage EIDORS 
software through its freeware basis since they can 
change its structure for their convenience [1]. The 

inverse problem software solves mathematical models 
to create target images as well as reconstructed 
images [1]. The combination of MATLAB and 
EIDORS enables users to solve forward and inverse 
problems to generate multiple 2D images that appear 
as a mesh in a two-dimensional format. A number of 
researchers have documented the mathematical 
algorithms used in these methods [29].  
EIDORS has multiple versions, each updated with 
improved algorithms [30], and version 3.9 was used 
in this research. This software uses an equivalent 
model to create images for the phantom system, 
where the current and voltage measurements give 
information on resistivity and conductivity. A very 
low current is applied to the phantom body to collect 
voltage and current data at the system boundaries 
[31]. 
Image reconstruction is the process of creating 
images from raw or noisy data, which can often be 
distorted or affected by artifacts. High-resolution 
images are particularly important for examining the 
details of each pixel for data extraction [32]. High 
resolution ensures a dense pixel distribution near the 
targeted domain in the image, providing detailed 
information. In medical imaging, such detail is 
essential [33]. Conventional methods use filters and 
other techniques to extract features from images [34], 
but for better results, artificial intelligence and 
neural network techniques are used to create more 
detailed images [35, 36]. Standard methods may alias 
or subsample images, thereby eliminating important 
details. Still, neural networks can help convert low-
resolution (LR) images into high-resolution (HR) 
images, which are crucial for medical applications. 
The analysis of the Region of Interest (ROI) remains 
difficult using low-resolution images, according to 
[37]. High-resolution images serve essential purposes 
in real-life CCTV cameras and surveillance systems, 
according to [38]. 
Neural network technology, which improves images 
built through EIDORS, finds common use in 
medical imaging for enhancing image quality [40]. 
The Region of Interest (ROI) enhancement process 
demands detailed, precise imaging techniques that 
neural networks help generate high-resolution images 
required for medical investigations. Artificial 
networks serve as tools that create image maps [41]. 
Multiple techniques based on neural networks have 
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been used for image reconstruction and 
enhancement through the Combination of 
Classification Neural Networks (CNN) and Artificial 
Neural Networks (ANN), and Deep Classification 
Neural Networks (DCNN), and Denoising Auto 
Encoder Networks (DAN) [42-46]. 
I have described my research methods, which 
encompass Electrical Impedance Tomography (EIT) 
alongside Electrical Impedance Tomography and 
Diffuse Optical Reconstruction Software (EIDORS). 
These methods encompass two-dimensional (2D) 
and three-dimensional (3D) imaging with both 
reconstruction and enhancement processes. 
 

2. Methodology 
The first step of this research is data collection. 
Electrical impedance tomography (EIT) and Diffuse 
Optical Tomography Reconstruction Software 
(EIDORS) are used in this research to generate the 
electrical impedance tomography (EIT) dataset. [47-
49]. This is freeware software and it uses the finite 
element method (FEM) to generate the dataset. [50, 
51]. The finite element method  (FEM) model image 
is shown in Figure 5.  [52]The data set was created 
using two solvers, one absolute and the other a 
difference solver. [53]. Two solvers are used to 
reconstruct the image, nodal and mesh, in  

 
Figure 5.   8 Electrode FEM 2D model 

 
This research mesh solver technique has been used 
to reconstruct the image in the FEM model. [54, 
55]Intensive work can be extended to 2D and 3D 

models; in this work, a 2D model is used. [56, 57], as 
shown in Figure 6.   

 
Figure 6.  16 Electrode FEM 3D model [58] 
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Electrical Impedance Tomography and Diffuse 
Optical Tomography Reconstruction Software 
(EIDORS) is a simulation-based freeware software. It 
uses the finite element method (FEM) to reconstruct 
the image from the voltages and current. The main 
key to rebuilding the target is in the conductivity or 
resistivity changes in the body when the current is 
applied at certain low voltages. [59]The applied 

current at different electrodes is measured at 
different points around the body. This system has 
various combinations of electrodes. The most 
workable systems can be 8, 16, 32, 64, or 128-
electrode systems. In this research, a 16-electrode 
phantom body (Figure 7) is used to collect the 
simulation-based signal (16 electrodes).  

 

 
Figure 7.  16 Electrode FEM 2D model with meshes and conductivity scale [60] 

 

 
Figure 8.  Meshes and Node 
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The finite element method (FEM) model is based on 
nodal or meshes networking with a different number 
of nodes and meshes inside the phantom area. 
Electrodes position defines the nodal position and, 
in the finite element method (FEM), meshes are the 
position of the phantom system starting from one in 
the middle of the system. The Mesh system used in 
this system is 1600, which makes the system robust 
enough to reconstruct the image with enough target 
detail. (Mesh and node Figure 3.4) Current collected 
from the phantom contains noise and needs to be 
removed. To remove the noises and artifacts, 

different filters and methods are used. The Gaussian 
noise (GN) removal technique has been used in this 
research to remove the signal noise [61]. Noises can 
emerge from the phantom saline water distortion, 
electrode movements on the phantom body or the 
human body, or any other reason, like wire 
movement, etc. Phantom saline water also produces 
some noises and needs to be subtracted at the start of 
the experiment with an empty phantom object. 
(Noise Signal Figure 9) 
 

 

 
Figure 9. Target inside the FEM 2D model [48] 

 
The Fast Fourier Transform (FFT) helps to analyze 
the signal features with different frequency 

spectrums. [62]. There are different frequency 
spectrums in the recorded signal (Figure 10). [63] 
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Figure 10. FFT of the EIT signal [63] 

 
The neural network (NN) Mat lab toolbox is used to 
apply the neural network technique to the signal to 
reconstruct the image after the finite element 
method (FEM) model is applied [64, 65]. An 
artificial neural network (ANN) is a neural network 

(NN) technology that can be used to classify, 
reconstruct, or enhance the signal. In this research, I 
have used the artificial neural network (ANN) 
technique to rebuild the image. (ANN Figure 11) 
[66]. 

 

 
Figure 11: ANN in MATLAB with 784 input and 10 output neurons, 100 hidden neurons  [66] 

 
Finite element method (FEM) model in electrical 
impedance tomography and diffuse optical 
reconstruction software (EIDORS) creates the image 
that contains noises. That image is fed to the 
artificial neural network (ANN) for reconstruction. 
This image can be filtered or non-filtered. For the 

filtered image neural network needs to be trained 
base on the filtered signal, and for the non-filtered 
signal, we need to train the non-filtered signal. 
(Filtered and non-filtered signal, Figure 11) 
Neural network training and testing are the phases 
when the neural network needs to be examined. The 
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mean square error (MSE) technique is used to 
analyze the system's error. [67]. 
Mean Square Error 

MSE =
1

n
∑ (Yi − yi)
n
i=1

2    

 (1) 
Mean square error (MSE) is taken between the 
artificial neural network (ANN) resultant signal and 

the original signal or the targeted signal. MSE is used 
to update the system's weights, which are updated 
during the neural network's training. In neural 
network techniques, there are input neurons, 
weights, bias, activation function, alpha, output 
neurons, and MSE. [68-70]. (Figure 12) 

 

 
Figure 12. Basic NN with input x, a as the hidden neurons, w are the weights, and b is the bias [71] 

 

 
Figure 13. Single NN layer [71] 
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There are two phases, the training phase, and the 
testing phase. In the training phase, more data needs 
from the collected data. In this research 4000 data 
samples are collected of which 70% were used for 

the training purpose and 30% for the testing phase. 
The sigmoid function is used for the activation 
function. (Data sample images Figure  14) [72] 

 

 
Figure 14.   Two targets FEM, Left Is the ideal target and right is the reconstructed targets 

 
Input and the output neurons take and produce the 
output signal respectively. The number of Input 
neurons can be changed to the number of pixels in 
the image or the signal samples at a specific time. 
Similarly, the output neurons can be changed to 
specific numbers based on the application. In the 
reconstruction techniques, the input and the output 
neurons are the same in size. Bias is the number that 
is added to the signal after the activation function is 
applied. The sigmoid activation function has been 
used in this research with a fixed bias. The bias value 
can be changeable or fixed. If the values variate from 
the reference point then the bias value should be 
variable otherwise it can be fixed. The activation 
function is shown in Figure 14.  
Weights are updated after the calculation of the 
errors. Alpha (∝) is the learning rate and is used to 
update the weights. Alpha should be selected 
carefully to control the weights' learning. If alpha is 
too small, learning will be slow. If alpha is too large, 

learning can oscillate and cannot make the error 
MSE zero (Alpha Eq.). 

Wx
∗ = Wx − α(

∂error

∂Wx
)    

  (2)  
3. Results  
The results of the image reconstruction process will 
be presented, comparing the images before and after 
the application of the neural network. The image 
reconstruction technique employs an equal number 
of input and output neurons. The results of the 
neural network reconstruction are validated through 
comparison with the forward reconstruction method. 
During the training phase, input images are fed into 
the input neurons of the neural network, while the 
corresponding targeted images are provided at the 
output neurons. This process trains the neural 
network module to map the inputs to the desired 
outputs. The training and resulting reconstructions 
are visualized and discussed, as illustrated in Figure 
15. 

 
Figure  15.Training NN frame for the input and output neurons 

Input images 
Target 

images 
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The hidden layers in a neural network can be either 
single or multi-layered, depending on the complexity 
of the application and the problem being addressed. 
In this research, a single hidden layer with the 
sigmoid activation function has been utilized. A total 
of 4000 images were used for both training and 

testing the neural network. After completing the 
training phase, the model is tested using a separate 
set of images that were not part of the training 
dataset. The results of the testing phase are shown in 
Figure 16. 

 
Figure 16. Testing NN with input and the output neurons 

 
The resultant image is the image reconstructed from 
the neural network. The image that feds to the input 
layers are shown in Figure 17. 

 

 
Figure 17. Target at different location, left image  

 

target at the right bottom, left image target at the 
right upper near to center The zoom version of the 
reconstructed image is sown in Figure 18. 
 

 

 

 

 

 

 

 

 

 

Input images 
Resultant image 
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Figure 18. FEM with the target at the left upper side and its zoomed version 

 
 

 
Figure 19. Target reconstruction image with actual target side with the green circle 

 
The images produced by the neural network at the 
testing phase are sown in the Figure 4.6 
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Figure 20. Left: reconstructed image with the target at the center-right down, Right: the resultant image of the 

actual result after passing through the ANN 
 
 The method has also been applied at the half FEM 
to work at the multi targets in the phantom.  Figure 
21 and22. 

 

 
Figure 21. The broken FEM with two target to analyze the target in FEM 
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Figure 22  The reconstructed image from the ANN 

 
4. Conclusion  
Image reconstruction was performed based on a 2D 
model, with future work focusing on extending the 
approach to a 3D model in order to extract a deeper 
understanding of the system's characteristics. In 1D 
or 2D models, image signals can be either raw or 

filtered. The findings from this study demonstrate 
that images can be transformed into high-resolution 
(HR) images, enabling detailed analysis of internal 
targets in terms of shape, length, and location. The 
results obtained from this research are shown to be 
accurate and effective, as illustrated in Figure 23. 

 

 
Figure 23.  Reconstructed image on left with the ANN image on the right 

 
From Figure 23., it is evident that the left image 
represents the reconstructed image produced by 
EIDORS, based on voltage and current 
measurements at the boundary of the phantom 
object. The right-hand side image is the result of 

applying the artificial neural network (ANN) 
technique to the raw image without any prior signal 
processing. Although the results showed minimal 
differences when using pre-processing techniques, 
employing pre-processing methods could enhance 
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the results further. Filters and noise-removal 
techniques are useful for improving the quality of 
the reconstructed images. HR image techniques 
typically involve pre-processing steps such as filtering, 
feature extraction, transformation, and analysis. 
In this research, post-processing was applied to the 
reconstructed images, with the results derived from 
the raw dataset signal. The dataset collected from 
EIDORS will be further enhanced by constructing 
the phantom object, offering a practical solution to 
the system. In this context, the phantom targets can 
be altered in terms of shape, location, and real-time 
noise conditions. Real-time phantom noise can be 
addressed through the application mode to improve 
image accuracy and reliability. 
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