
ISSN (e) 3007-3138 (p) 3007-312X

https://sesjournal.com | Yousaf et al., 2025 | Page 482

ENHANCING SEMI-SUPERVISED LEARNING MODELS FOR
IMBALANCED CLASS DISTRIBUTION

Muhammad Arslan Yousaf*1, Syed Asad Ali Naqvi2, Muhammad Usman Saleem3,
Ahmed Zeeshan4

*1,2Department of Computer Science, Faculty of Computer Science & IT Superior University Lahore, 54000, Pakistan
3Department of Computer Science, Government College Women University Sialkot

4Department of Computer Science University of Gujrat, Gujrat, Pakistan

*1muhammadarslanyousaf@gmail.com, 2syedasad.alinaqvi@superior.edu.pk, 3usman.saleem@gcwus.edu.pk,
4ahmed@cs.uchenab.edu.pk

DOI: https://doi.org/10.5281/zenodo.15221657

Abstract
Semi-supervised learning (SSL) has achieved great success in overcoming the
difficulties of labeling and making full use of unlabeled data. Semi-supervised
learning is an effective approach for addressing the issue of insufficient labeled
data, utilizing both labeled and unlabeled datasets. Class imbalance remains a
significant challenge, particularly in real-world scenarios. Class dominance
imbalance leads to a model bias toward the majority class, hindering the accurate
learning and representation of minority classes, which impacts overall model
performance. Current algorithms focus on maximizing overall accuracy but fail to
ensure balanced performance across classes. This bias toward the dominant class
limits the model's applicability, especially in fields like healthcare, fraud detection,
and anomaly detection, where minority class prediction is crucial. This paper
proposes novel strategies for semi-supervised learning, specifically targeting
imbalanced class distributions. The proposed approach enhances data distribution
strategies to address the imbalance issue without compromising model
performance. Experimental results demonstrate a significant improvement in the
performance of minority classes, validating the effectiveness of the proposed
techniques in improving model equity and trustworthiness. This research provides
a roadmap for the use of semi-supervised learning in real-life applications where
class imbalance is a prevalent issue.
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INTRODUCTION
Semi-supervised learning leverages both labeled and
unlabeled data to build models. It is particularly
useful when labeled data is scarce. However, real-
world datasets often suffer from class imbalance,
where some classes are significantly underrepresented
[1]. This imbalance can lead to models that prioritize
majority classes and perform poorly on minority
classes. Addressing this issue is crucial for improving
the robustness and applicability of semi-supervised

learning models. Machine learning has done better
in a variety of application domains, including but
not limited to NLP and CV. Nevertheless, its
reliance on large high-quality labeled datasets may
indeed turn into a problem since acquiring such data
is both time and cost-intensive [2, 3]. SSL appears as
a reasonable solution that utilizes both labeled and
unlabeled data; thus it minimizes the reliance on
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labeled datasets and enhances the generality of the
model [4].

Figure 1: The taxonomy of deep semi-supervised learning methods [5]
For a training example with C possible output classes,
and m = ½ and (f (x;) + f (̂x;�)) measure can be
calculated as follows.

Eq (1)
However, SSL has a great deal with such a drawback
when the classification is performed in scenarios that
have skewed class distribution. Accidentally, real-life
data sets have a class imbalanced problem, which
results in the model having a poor performance in
the minority classes [6, 7]. This bias is especially quite
detrimental in scenarios such as disease diagnosis,
risk assessment for scams, and the prediction of low-
frequency events, where the correct modeling of
minorities is extremely significant [8].

Eq (2)

Eq (3)
The problem of imbalance can be tackled efficiently
by utilizing resampling or cost-sensitive methods in
the framework of traditional supervised learning;
however, these approaches lack efficiency for

adaptation to SSL settings [9]. This work introduces
new techniques for tackling class imbalance within
the framework of SSL to improve the representation
of the minority class without detriment to the
performance of the model. These innovations are
expected to address a major challenge substantially
and augment the use of SSL in unbalanced real-
world datasets [10].

Eq (4)
1.1 Motivation and Research Question
The prevalence of class imbalance in datasets is a
common issue that degrades the performance of
machine learning models. In semi-supervised
learning, this imbalance is particularly problematic as
it can lead to models that fail to generalize well to
minority classes. There is a pressing need to develop
techniques that can mitigate the effects of class
imbalance and improve model performance across
all classes. How can novel techniques be developed
and implemented to effectively address imbalanced
class distributions in semi-supervised learning,
thereby improving model performance, particularly
for minority classes.

2. Literature Review
Existing research highlights several methods for
handling imbalanced data in supervised learning,
such as SMOTE and cost-sensitive learning [11].
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However, these techniques are often not directly
applicable to semi-supervised learning scenarios. This
paper builds on these foundations to develop and
evaluate new approaches suitable for semi-supervised
learning. SSL methods have grown tremendously
over time; self-training, co-training, and graph-based

methods have worked well with the use of unlabeled
data [12, 13]. However, these methods generally are
not good at dealing with problems of a hopelessly
skewed dataset, in a way that a random forest of
decision trees is [14].

Figure 2: Supervised Learning Oversampling [15]
In supervised learning oversampling, under sampling
and synthetic techniques like SMOTE for example
have enhanced the minority class representation [16].

Figure 3: The Synthetic Minority Over-Sampling (SMOTE) to address imbalanced data [17]
Cost-sensitive techniques increase the penalty for
misclassification of the minority classes so that the
model pays more attention to them [18]. However,
these methods cannot be directly used in SSL
because each of them depends on labeled data. The
previous SSL development has tried to solve the
imbalance in recent years. For instance, class-aware
modifications to consistency regularization, and
pseudo-labeling have been observed to be promising
[19, 20]. Other methodologies are to reweight the
unlabeled data or combine it with the hybrid models
like GANs for synthetic data generation However,
there is still no coherent framework for efficiently
addressing the class imbalance issue in SSL systems
[21, 22]. This research intends to address this issue

by addressing methodologies for imbalanced SSL to
improve both minority classes and general model
performance.

3. Methodology
We propose several techniques to address class
imbalance in semi-supervised learning:
Data Augmentation: Generating synthetic samples
for minority classes to balance the dataset.
Cost-Sensitive Learning: Assigning higher
misclassification costs to minority classes.
Ensemble Methods: Using multiple models to reduce
bias towards majority classes.
Self-Paced Learning: Gradually introducing more
challenging samples from the minority class.
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Figure 1: Proposed Flowchart
3.1 Data Augmentation
3.1.1 SMOTE Variants: One should use the

concept of nearest neighbor interpolation
and create synthetic samples of the minority
class.

3.1.2 GANs: Generated synthetic samples of high
quality and specific to a class using
conditional GANs.

3.1.3 Consistency Regularization: Augment more
samples into SSL frameworks to have better
predictability and therefore come up with
better-generalized systems.

3.2 Cost-Sensitive Learning
3.2.1 Dynamic Cost Adjustment: Introduce a
dynamic cost structure whereby misclassified
minority samples attract steeper costs than samples
of the majority category.

3.3 Weighted Loss Functions: Optimizing loss
functions for consolidating the accuracy of minority
class.
3.4 Confidence-Aware Labeling: Tune pseudo-

labeling thresholds to improve the inclusion of
the minority classes.

3.5 Ensemble Methods
3.5.1 Diverse Architectures: Train multiple model

architectures so that the model does not
contain any bias.

3.5.2 Weighted Voting: Average the decisions to
achieve emphasizing the minority class.

3.5.3 Bagging and Boosting: Modify ensemble
versions from the original ensemble method to
enhance the predictability of minority classes.

3.4 Self-Paced Learning
3.4.1 Curriculum Design: Start with introducing

samples gradually; it is more advisable to
start with relatively simple minority class
samples.

3.4.2 Confidence-Based: Filtering: Based on the
confidence scores, sample difficulty should be
defined.

3.4.3 Adaptive Weighting: Incrementally rebalance
the sample concerning minimizing misclassification
of difficult minority instances.

4. Experimental Setup
Benchmarked datasets such as CIFAR-10 and real-
world imbalanced datasets are used to evaluate these
methods. Metrics like F1-score and balanced accuracy
assess the models' effectiveness in handling class
imbalance. Implementation is carried out using
PyTorch, with comparisons made to state-of-the-art
SSL algorithms.

4.1 Experiments and Results
We conducted experiments using CIFAR-10, MNIST,
and SVHN datasets, introducing artificial class
imbalances. The results show significant
improvements in minority class performance metrics
when applying our proposed techniques.
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Table 1: Comparative Analysis of Numerous Techniques using CIFAR-10
Dataset Method Accuracy F1-Score

(Minority)
Recall (Minority)

CIFAR-10

Baseline 85.3% 62.4% 59.8%
Data Augmentation 87.1% 68.9% 66.5%
Cost-Sensitive 86.4% 71.2% 68.3%
Ensemble 88.3% 73.5% 70.1%
Self-Paced Learning 87.5% 72.8% 69.7%

Self-Paced Learning Results
Self-paced learning enabled the model to gradually
adapt to minority classes, resulting in consistent

performance improvements. Table 1 shows the
performance results for the CIFAR-10 dataset.

Table 2: Comparative Analysis of Numerous Techniques Using MNIST
Dataset Method Accuracy F1-Score

(Minority)
Recall (Minority)

MNIST

Baseline 97.2% 89.5% 87.1%
Data Augmentation 97.9% 92.3% 90.4%
Cost-Sensitive 97.6% 93.1% 91.2%
Ensemble 98.1% 93.8% 92.1%
Self-Paced Learning 97.8% 93.0% 91.0%

4.2 Findings
In our experiments, it is shown that each suggested
method increases the effectiveness of semi-supervised
learning methods in datasets with class imbalance,
concerning the minority class in particular. Among
the examined techniques, data augmentation and
ensemble methods were the most useful throughout
the set of the datasets.

4.2.1 Improved Performance
The study concludes that our findings confirm that
data augmentation and cost-sensitive learning are
deemed most useful where boosting majority classes
is concerned. These techniques assist in achieving a
better separation of classes during training and this
reduces the volume of prejudice that is normally
inclined towards the majority of the classes.

4.2.2 Stability of Ensembling
When it comes to increasing the accuracy of the
models, bagging, as well as boosting techniques, were
identified to be very efficient. Ensemble methods are
used to bring benefits from multiple models and in
general improve the performance and lower the
Model Variance. Flexibility of learning permitted the
model to adjust to a set of additionally complicated
samples therefore increasing the accuracy of minority

classes. This technique is most effective in the semi-
supervised learning environment, where the model
requires input from both labeled and unlabeled data.

4.3 Discussion and Practical Implications
These techniques for addressing class imbalance
evidence the centrality of the matter under
discussion in semi-supervised learning. Further work
could be performed on integrating these approaches
with other approaches for semi-supervised learning
to improve results. The techniques described have
substantial practical relevance to realistic applications.
For instance in disease diagnosis, enhancement of
the minority classes accuracy enables doctors to
diagnose rarely occurring diseases. Likewise in fraud
detection classifications, these techniques can help in
detecting frauds in transactions with higher accuracy.
However, the proposed techniques demonstrated
certain merits which are described below even
though they have some limitations.

For eg., if we’re using data augmentation methods,
some may not create realistic samples, which might
lead to overfitting. Another direction of future work
is to investigate more sophisticated methods for
generating augmented data to avoid such ends.
Moreover, the extension of these techniques into
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other forms of SSL, particularly GANs and self- supervised learning, is suggested for future
assessment.

Table 3: Comparative Analysis of Numerous Techniques using SVHN
Dataset Method Accuracy F1-Score

(Minority)
Recall (Minority)

SVHN

Baseline 91.4% 79.2% 76.8%
Data Augmentation 92.3% 83.5% 81.0%
Cost-Sensitive 91.9% 84.2% 81.6%
Ensemble 92.8% 85.3% 82.4%
Self-Paced Learning 92.5% 84.9% 82.4%

Ensemble methods demonstrated a reduction in
model bias and improved robustness. Table 3
presents the results for the SVHN dataset.

5. Conclusions Recommendations and Future
Direction
This study presents novel techniques to mitigate the
adverse effects of class imbalance in semi-supervised
learning. The proposed methods significantly
improve the performance of models on minority
classes, thereby enhancing the applicability of semi-
supervised learning to real-world, imbalanced
datasets. Our results demonstrate the effectiveness of
data augmentation, cost-sensitive learning, ensemble
methods, and self-paced learning in addressing class
imbalance and improving model performance. We
proposed and evaluated several novel techniques for
handling imbalanced data in semi-supervised
learning. Our extensive experiments on benchmark
datasets demonstrate the efficacy of these techniques
in improving the performance of minority classes.
Future research could focus on further improving
these techniques and exploring their application to
other semi-supervised learning scenarios.
Additionally, the integration of these techniques
with other advanced learning algorithms, such as
GANs and self-supervised learning, could provide
further insights into addressing class imbalance in
semi-supervised learning.
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