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Abstract
Machine learning has been applied in different fields of life it is tremendously
excelling in every field of life, exploring the secrets of life, enhancing the way of
living, predicting new trends and trajectories, and paving the way for a new and
advanced global home. ML is also a main contributor to the digital healthcare
system. By using ML models healthcare professionals have been diagnosing
different health issues and by using this leverage, we have been using ML models
to predict the early threat of heart attack to support the healthcare system as well
as human well-being. Heart Attack is one of the growing death concerns for Homo
sapiens. Many people die every day owing to cardiac attacks which lead to
devastating consequences. It often goes undetected until a critical event occurs,
highlighting a pressing need for early and accurate risk assessment. This study
aims to recognize entities at high jeopardy of cardiac events with an exceptional
degree of accuracy. Prominently, the system is planned to alert users—encouraging
them to consult with senior doctors promptly. For this study, we have used a
publicly available secondary “Heart Attack Prediction” data set. For the training
of the model of ML, we have torn apart the data set into a training set and a
testing set with ratios of 90% and 10% respectively. For parameter fine-tuning, we
used Python’s Optuna library for the best ML model and its parameters. We
found that the Light GBM classifier is best for binary classification and it shows
promising benchmarks on test data.
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INTRODUCTION
Nowadays, among the primary causes of mortality
internationally is heart malady. It can be difficult to
diagnose on time due to its confusing symptoms with
other diseases. Treatment for it can be made
extremely difficult by its intricacy, particularly if
diagnosis is delayed. It encompasses a variety of
conditions that make it difficult to identify its
symptoms. These symptoms can be diagnosed wrong
and aggravate the patient's health by putting their
lives in danger. Heart disease is a result of various
factors, which include elevated blood pressure,
unhygienic and unhealthy diet, junk food, processed

food, smoking, and other types of addiction,
depression, and inactive lifestyles. It can be
diagnosed with the help of different tests which
include blood tests, angiograms (examination of
arteries of the heart), X-rays, electro and
echocardiograms, and muscular and pumping
conditions through catheterization, check the
working of valves (make sure of no blockage), stent
placements, and cardiac tissue biopsies[1]. Almost all
diagnostic procedures are costly, laborious, and
inefficient for doctors and patients. A few years
back, a huge rise in heart attacks was Observed
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specifically among youngsters. It happens either due
to depression, unemployment, financial issues,
limited access to diagnostic resources, costly
treatment, and less availability of advanced solutions.
There is a dire need for computerized diagnostic
systems to predict heart disease early (by analyzing
pre-diabetes symptoms), accurately, quickly, and
effectively instead of traditional methods. Any
medical device that can identify this disease early,
and prevent significant harm in terms of financial
and, more crucially, human life savings. The link
between heart disorders and patient’s health
conditions has been found through the use of
numerous computational technologies and statistical
techniques. They can lessen the likelihood that a
patient will die from a heart attack by helping to
forecast the possible risk of heart malady depending
on the patient's underlying physical state beforehand.
The reputation of predicting specific diseases
through data mining and ML tactics has increased.
Its focus is to use several ML algorithms to calculate
cardiac disease. However, the traditional treatments
are time-consuming, expensive, and unpleasant for
both patients and medical staff. There is also no
guarantee that they will predict the exact type of
disease.
Automated technologies are beginning to appear as
viable solutions. With their ability to detect the risk
of heart disease more quickly and effectively than
other traditional methods, By improving early
recognition and diagnosis machine learning may be
able to more effectively address the problems
associated with cardiac disease [2]. Huge amounts of
patients, diseases, and diagnostic data are generated
daily. However, these data are not being utilized
effectively to enhance patient outcomes. WHO
published an annual report in 2019, that more than

17.9 million deaths are due to cardiac arrest or
cardiac failure [3], and become the leading
contributor to death. The data often go unanalyzed,
missing opportunities to impact patient health
positively. Targeting behavioral and environmental
risk factors, such as smoking, eating poorly, being
obese, not exercising, abusing alcohol, and being
around pollution, can help prevent the majority of
heart diseases. Preliminary detection of heart failure
and the start of treatment with counseling and
medication are crucial.
To diagnose heart failure early and start initial
treatment with counseling and medications as soon
as possible. It is crucial to address behavioral and
environmental risk factors, which include smoking,
poor diet, overweightness, lack of physical activity,
other types of addiction, air pollution, family history,
and lipid profile. Heart attacks and strokes cause
70% of heart deaths. 75% of people died due to
heart attacks under
The age of 70 years. Most patients experience
shortness of breath, and arm, shoulder, and chest
pain. The most common sign that the cardiovascular
system fails to pump enough blood is chest pain, and
it has been for a long time. In medicine, this kind of
cardiac discomfort is known as angina. To diagnose
the issue, some tests such as MRIs, angiographies,
and X-rays may be helpful.
In Pakistan, heart attack stands as a major health fear.
This study aims to boost the accuracy of
cardiovascular attack predictions using ML. The
objective is to create trustworthy models that
evaluate a person's risk for heart attack. These
models will enable early detection and individualized
care, thereby decreasing the side effects of heart
attack on public health. The Statistics of the USA are
in below table.

Table 1.
Topic Statistics
Heart Disease Leading Cause of Death Leading cause of mortality

for the majority of racial
and ethnic groupings, as
well as for men and women.

Death Rate from Heart Disease One person dies every 33
seconds from cardiovascular
disease.

Total Heart Disease Deaths (2022) In 2022, heart disease
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claimed the lives of 702,880
persons (1 in 5 fatalities).

Economic Cost (2019-2020) The total cost of heart
disease, including medical
treatment, medications, and
lost productivity, was
around $252.2 billion.

Prevalence of Coronary artery disease
(CAD)

About one in twenty adults
age 20+ (5%) have CAD.

Deaths from CVD under Age 65 (2022) Adults under 65 accounted
for almost 1 in 5
cardiovascular disease-
related fatalities.

Heart Attacks in the USA Every forty seconds, a
person has a heart attack.

Annual Heart Attacks in the USA Every year, 805,000 people
experience a heart attack
(200,000 repeat victims,
605,000 first-time victims).

Attacks of the Heart that Are Silent One in five heart attacks is
silent; the victim remains
unaware that harm has
occurred.

The remaining paper is organized: The "literature
review" section highlights relevant literature, while
the "proposed methodology" section details the
methodological framework. The "experimental
results and discussion" section analyzes the study's
findings, the "conclusion" provides final remarks and
the last segment illustrates the conflict of interest.

Literature Review
Machine-learning technology has been extensively
used for certain diagnostic issues and is especially
well-suited for medical data analysis [4]. LR and SDG
were utilized in a non-invasive method for
forecasting heart illness in 303 patient files from the
UPI repository. LR's accuracy was 91.67%, while
SDG's was 80.0%. Machine learning and image
fusion classification techniques are more accurate at
predicting cardiac problems.[5]. The Random Forest
(RF) approach obtained 93.8% accuracy after being
tested for five distinct classifiers on 1670 datasets
from exclusive hospitals in south India. [6]. The
Boruta method is used to choose important
characteristics following preprocessing, and Random
Forest earned the greatest accuracy of 83.53% in a
performance evaluation of the supervised ML

algorithms for heart disease forecast on the Kaggle
dataset. By using the grid CV approach and
randomized CV, hyperparameter tuning was
established for logistic regression feature reduction.
The results were compared using seven distinct
algorithm combinations. 100% accuracy was attained
by combining Grid-Search and Linear Regression
with the ensemble Kernal PCA methodology, where
power transformation was used for preprocessing,
and feature selection and a further tree classifier were
used. [7]. Using logistic regression on the UCI
dataset, heart disease was predicted; the model's
accuracy was good, at around 87.10% for a 90:10
training-to-testing ratio.[8]. Three distinct datasets
were subjected to an ensemble network, such as
Linear Regression (LR), KNN, RF, XGBoost, and
collective classifiers were tested for use in predicting
heart disease; XGBoost attained an accuracy of
91%.[9.] Using data from the city of Cleveland, an
attempt was made to forecast the risk of
cardiovascular heart disease utilizing ML and DL.
A model trained using SVM, KNN, DT, RF and
ANN analyzed their result after data preprocessing
where the Artificial Neural network obtained better
accuracy.[10]. By extracting decision rules, the CART
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model, which stands for classification and regression
tree was able to predict heart disease with 87%
accuracy. [11]. Following data preprocessing and
discretization on the UCI dataset, a feature selection
approach known as minimal redundancy and
maximum relevance was employed. Prediction
algorithms like LR, DT LG-SVM, Naïve Bayes, and
RF were utilized, with SVM achieving an accuracy of
84.85%. [12].
ML classifier approaches, such as LG, KNN, and RF,
were exploit by using five various datasets of
differenet EU cities. Among the three classifiers, RF
and LG both achieved an accuracy of 88% [13]. The
algorithms examine and group unlabeled datasets.
Without human assistance, this learning will uncover
the underlying patterns. Clustering approaches for
heart disease prediction have been published. A
classification and clustering system was created to
forecast the heart dataset. The suggested model uses
K-means clustering, in which functions are grouped
using the Euclidian distance formula, and the data is
preprocessed using normalization. High cholesterol
and borderline cholesterol are two attribute values
that are classified using logistic regression. Without
normalization, the model's accuracy was 70.58%;
with normalization, it was 84.84%; and with
categorization, it was 90% accurate.
[14] . Using the city of Cleveland dataset, an
integrated decision-making system was developed to
forecast cardiac disease. The system employed
random forest for classification, agglomerative for
clustering, and Reduced dimensionality by exploiting
PCA. When compared to other classifiers, the
system's accuracy of 95.65% is superior. [15]. An
attempt was made to predict heart illness utilizing
PCA and HGA employing k-means on 303 medical
datasets from the UPI repository. The hybrid k-
means algorithm is utilized to cluster the data, and
PCA is utilized to decrease characteristics. PCA is
used to separate the dataset into PC1 and PC2 based
on key properties. HGA is used to enhance
clustering quality and decrease fitness. To enhance
the quality of clustering, the steady state method is
employed. The accuracy of the suggested approach
was 94.06%. [16]. One study uses the UCI dataset to
predict cardiac disease using a clustered genetic
optimization technique. The k-means method is used
to segment the data, and genetic optimization is used

to classify the results. The benchmark of the
suggested model was 94.56% when compared to
basic classifiers such as DT, SVM, KNN Naïve Bayes,
and others. Using a di-stage semi-supervised
clustering approach, risk prediction for diabetes and
cardiovascular disease was developed while taking
biomarkers into account. After eliminating outliers,
for this study, information from the US Centers for
Disease Control and Prevention (CDC) and the
National Health and Nutrition Examination Survey
was used.
Approximately 7508 data points were used for the
analysis of cardiovascular disease and 5389 data
points for diabetes. The data is separated into two
categories using semi-supervised K-means clustering:
low-risk individuals and high-risk individuals who are
at risk of developing an illness in the future. [17]. By
exploiting ML and transfer learning to choose the
right features for training and validation dataset to
improve benchmarks, a technique for classifying and
predicting heart disease was created. To determine
the support values, the first step in data preparation
is to lower the dimensionality and apply the margin
rate conjugant scaling factor. The MLP neural
network is utilized to train the model, while disease
impact rate and relative feature margin selection are
used to choose the labeled data. With a greater
influence, the model forecasts the cardiac deficit rate.
For both prediction and accuracy, the model's
accuracy is contrasted with base classifiers.
Predicting cardiac attacks through utilizing big data
analysis in healthcare is the target of this project. For
200 records, the model's classification accuracy was
96%, while its prediction accuracy was 82%. [18].
Using reinforcement learning (RL), a model was
created to forecast cardiac illness. The Cleveland
secondary dataset, which holds 303 records and
employs the Q-learning basis of reinforcement
learning (RL) for forecasting, is used to train the
model. Only three factors—treetops, chol, and age—
were employed in the development of the off-
premised RL model, which then tells the agent to
choose the optimal rules for the parameters. KNN
and DT are utile to assess the recommended
methods. The model beat KNN and DT with an
accuracy of 0.8798.[19].
The table provides a synopsis of the conversion
above.
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Table 2.
Author Results

(Okay)Miranda et al. [5] Linear Regression: 91.67%
Stochastic Gradient Descent: 80.0%

Maini, E.,[6] Random Forest: 93.8%
Sujatha et al. [7] Linear Regression: 80.22%
Ambesange et al. [8] Linear Regression:90.32%
Rindhe, B [9] Artificial neural network: 84.4%

SVM:84.0%
Gangadhar et al. [10] RF Classifier: 81.67%
Ozcan et al. [11] Classification And Regressio Tree: 87%
Bashir et al. [12] LG SVM: 84.85%
Patidar et al. [13] Linear Regression:88%

Random Forest: 88%
(Okay)Singh et al. [14] Logistic Regression: 90%
Pati et al. [15] IDMS: 95.65%
Okay Islam et al. [16] Clustering: 94.06%
Vijaya [17] Naïve Bayes: 88.52%
Sivaprasad et al. [18] RFMS-MLPNN:82%
(OKAY)Prasanna et al. [19] Ql earning: 0.8798

Methodology:
Dataset Details
For the initial prediction of heart attacks, we
obtained a secondary dataset from the Kaggle. This
dataset consists of binary classification: heart attack
= “Yes” or heart attack = “No”. The dataset
comprises 34 columns, covering general observations
critical for heart attack prediction, such as:

Health Conditions: 'Sex', 'GeneralHealth',
'RaceEthnicityCategory', 'AgeCategory'

Lifestyle and Activities: 'PhysicalActivities',
'SmokerStatus', 'AlcoholDrinkers', 'ECigaretteUsage'

Medical History: 'HadHeartAttack', 'HadAngina',
'HadStroke', 'HadAsthma', 'HadSkinCancer',
'HadCOPD', 'HadDepressiveDisorder',
'HadKidneyDisease', 'HadArthritis', 'HadDiabetes'

Disabilities:
'DeafOrHardOfHearing', 'BlindOrVisionDifficulty', 'DifficultyConcentrating', 'DifficultyWalking', 'DifficultyDressingBathing', 'DifficultyErrands'

Other Observations: 'LastCheckupTime', 'ChestScan',
'CovidPos', etc.
Of the 246,022 entries in the dataset, 10,576 are
marked as "Yes" (heart attack) and 235,437 as "No"
(no heart attack).
Revealed 33,797 outliers across multiple columns.
After removing these outliers, the dataset was
reduced to 212,216 records, with 202,562 labeled as
'No' and 9,654 as 'Yes'. The dataset is highly
unbalanced, with the number of “yes” classes scarce.
To escalate the number of “yes” classes, we used the
SMOTE technique that enhanced the yes class to
28820. This data-scrubbing process ensures better
accuracy in machine-learning models and enhances
prediction reliability. By systematically addressing
data anomalies, the dataset provides a robust
foundation for building predictive models for early
heart attack detection.
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Training Dataset
The training dataset is instrumental in constructing
and fine-tuning the predictive model. It enables the
model to discern intricate patterns and establish
meaningful relationships within the data. Through
iterative learning, the model progressively adapts to
optimize its prediction.

Testing Dataset
Conversely, the testing dataset functions as an
independent benchmark. By exposing the model to
unseen data, it rigorously evaluates its
generalization ability, ensuring that the model
performs effectively on real-world inputs and does
not over-fit the training data.

Data Distribution
This 90:10 split strikes a balance between
maximizing the data available for model static
training and retaining sufficient data for evaluation.
It is particularly advantageous for larger datasets, as
it allows the model to pick up the conceal patterns
from a comprehensive dataset while preserving the

integrity of the evaluation process, resulting in
reliable and actionable insights.

Hyperparameter Tuning:
As described in the data set a description that our
data set is highly unbalanced and for the best
aftermath. For that specific reason, there is highly
likely to occur under-fitting problems. To mitigate
that issue, we have utilized the hyperparameter
tuning. Hyper-parameter tuning is the process of
tuning the parameter to get more accurate and
specific results. Hyper-parameters are parameters
other than model parameters. There are many
techniques over there to tune the parameters
however, we have considered OPTUNA LIBRARY
along with the TPE (Tree-Structured Parzen
Estimator)[22] technique, which is known for its
forecasting in optimizing hyperparameters. The
results of the TPE sampler have been systematically
over 333 trials. The TPE proved its efficiency in
predicting outstanding hyperparameter values. The
below diagram shows the summary of the
Methodology.
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Diagram 1.

Classification:
For the prediction of heart attack, we utilized (6) six
different classifiers and we have compared their
performance results to figure out the best-
performing model/ classifier for our data set. During

this comparison, we have analyzed the results and we
have found the GMB classifier the best performer
among all of them. These are 6 models we have
compared.

STATS
Table 3.

Models AVG Median AVG
(Standard
Deviation)

Best max
accuracy w.r.t

Extra-Trees Classifier 0.901278 0.897577 0.019302 0.924239
Gradient Boosting Classifier 0.883943 0.869568 0.022724 0.939214
Hist- Gradient Boosting
Classifier

0.927532 0.934045 0.013064 0.941653

K-Neighbors Classifier 0.915736 0.911645 0.015100 0.935407
Light GBM Classifier 0.953931 0.954810 0.005519 0.955366
Random-Forest Classifier 0.869568 0.869568 0.000000 0.869568
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After analyzing these results, we have figured out that
the Light GMB Classifier performed best among all
these classifiers. It is an ensemble technique that works
on the basic gradient-boosting algorithm and also
engages histogram-based algorithms for proficiency in
tree construction. We found the best parameters for

the LGMB classifier n_estimator =513,
max_depths=39, boosting_type=Gradient Boosting
Decision Tree, learning_rate= 0.1694,
min_child_samples =20, reg_lambda= 0.8958. The
most important feature on the basics of contains
number of times the feature is used in the model.

Result and Discussion:
After mining of best parameters, we inserted these
parameters into the Light GBM classifier Model, we
trained the model on the entire training data. After

training the model, we evaluate the model by using
the test dataset. The ML model exhibits promising
results on the test datatset as shown in the below
table.

Classification report on testing data.
Table 4.

Precision Recall F1 Score Support
No Class 0.96 0.99 0.98 1921
YesClass 0.92 0.74 0.82 2882
Accuracy 0.96 2209
Macro average 0.94 0.87 0.90 2209
Weighted average 0.96 0.96 0.96 220
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96

Confusion Matrix on Test Data
Table 5.

No Class 19018 2137
YesClass 745 196

No Class YesClass

Classification Report onTraining Data:
Table 6.

Precision Recall F1 Score Support
No Class 0.97 1.00 0.98 172924
YesClass 0.97 0.80 0.88 25938
Accuracy 0.96 198862
Macro average 0

.
9
7

0.90 0.93 198862

Weighted average 0
.
9
7

0.97 0.97 198862

ConfusionMatrix on Train Data.
Table 7.

No Class 172371 553
YesClass 5160 20778

No Class YesClass
Conclusion
Thousands of people pass away each year owing to
sudden heart attacks and other diseases that cause
heart attacks, this study helps to mitigate the death
rate due to heart attack because it predicts the heart
attack it prediction is “yes”. The patient could contact
with cardiologist for treatment early indicators help
to save human lives. But as we know it’s an ML
model, and it could also make errors in predictions.

Conflict of interest:
Trained LGMB Classifier ML algorithm most likely
to best perform on Americans. Because the model is
trained on the USA base dataset. Therefore, we are
not concerned about the other demographic
locations.
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